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ABSTRACT

This paper presents a classification-driven biomedical image
retrieval system to bride the semantic gap by transforming
image features to their global categories at different granu-
larity, such as image modality, body part, and orientation.
To generate the feature vectors at different levels of abstrac-
tion, both the visual concept feature based on the “bag of
concepts” model that comprise of local color and texture
patches and various low-level global color, edge, and texture-
related features are extracted. Since, it is difficult to find a
unique feature to compare images effectively for all types
of queries, we utilize a similarity fusion approach based on
the linear combination of individual features. However, in-
stead of using the commonly used fixed or hard weighting
approach, we rely on the image classification to determine
the importance of a feature at real time. For this, a su-
pervised multi-class classifier based on the support vector
machine (SVM) is trained on a set of sample images and
classifier combination techniques based on the rules derived
from the Bayes’s theorem are explored. After the com-
bined prediction of the classifiers for a query image cate-
gory, the individual pre-computed weights of different fea-
tures are adjusted in the similarity matching function for
effective query-specific retrieval. Experiment is performed
in a diverse medical image collection of 67,000 images of dif-
ferent modalities. It demonstrates the effectiveness of the
category-specific similarity fusion approach with a mean av-
erage precision (MAP) score of 0.0265 when compared to
using only a single feature or equal weighting of each fea-
ture in similarity matching.
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1. INTRODUCTION

The digital imaging revolution in the medical domain over
the past three decades has changed the way the present-day
physicians diagnose and treat diseases. There is an increas-
ing number of digital images of diverse modalities being pro-
duced using sophisticated image acquisition devices in the
hospitals and medical centers. These images are playing an
important role in diagnosis, medical research and education.
In medical imaging, the focus now includes more effective
post-processing, organization, and retrieval. In this con-
text, it is a goal to support the clinical decision making by
retrieving and displaying the relevant cases using all avail-
able information, such as electronic patient records (text),
as well as images (visual content). Search results in medical
collections might be improved by combining text attribute-
based search capability with low-level visual features com-
puted directly on the image content, commonly known as
the content-based image retrieval (CBIR) [1].

During the last decade, several medical CBIR prototypes
have been proposed [2-6]. Majority of these are developed
around a specific imaging modality, e.g., the ASSERT sys-
tem [3] is designed for high resolution computed tomography
(HRCT) images of the lung and the SPTRS ! system [4] for
digitized X-rays of the spine. However, few research projects
have a goal create CBIR systems for heterogeneous image
collections [5-7], e.g., the IRMA (Image Retrieval in Med-
ical Applications) system [5] is an ongoing project ? that
retrieves from a large set of radiological images of differ-
ent anatomical regions, acquisition views, and biological sys-
tems based on various low-level texture features. In general,
CBIR systems for the heterogeneous medical image collec-
tion can be classified on the basis of their image feature
extraction and processing capabilities. Some systems uti-
lize low-level visual features computed over the entire image
while others compute the features on localized regions.

Some approaches have been also explored recently to clas-
sify medical image collections into multiple semantic cate-
gories for effective retrieval [8-11]. For example, the au-
tomatic categorization of radiological images is examined

"http://archive.nlm.nih.gov /proj/spirs/
http://irma-project.org,/
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Figure 1: Block diagram of the classification-driven similarity fusion framework.

in [8] by utilizing a combination of low-level global texture
features with low-resolution scaled images and a K-nearest-
neighbors (KNN) classifier. In [9], the performances of two
medical image categorization architectures with and with-
out a learning scheme are evaluated on images based on
modality, body part, and orientations. These approaches
demonstrated promising results for medical image classifi-
cation at a global level. However, the approaches of these
kinds do not relate classification to retrieval in a direct man-
ner, instead only stressed the usefulness of it for the image
annotation and pre-filtering purposes.

We present a classification-driven image retrieval frame-
work by transforming various low-level and concept-based
image features at different levels to their global categories.
The category-specific information are utilized directly to ad-
just the feature weights in a fusion-based similarity match-
ing function for the ranked-based retrieval. The global cat-
egories, such as image modalities, body parts, orientations,
and distinct visual features are inferred from the entire im-
ages instead of the individual object based semantics. For
this, several supervised multi-class classifiers based on the
support vector machine (SVM) [12] are trained for individual
features on a set of sample images to associate the image fea-
tures to their global categories. The classifier combination
techniques based on the rules derived from the Bayes’s the-
ory [13] are then explored to obtain a final prediction about
the query image category. Hence, for the SVM training, the
initial inputs are the feature vectors of the sample images in
which each vector is associated with a category label out of
the M predefined categories. To generate the feature vec-
tors at different levels of abstraction, both the visual concept
feature based on the “bag of concepts” model [14] and vari-

ous low-level global color, edge, and texture-related features
are extracted. These feature descriptors at different levels of
image representation are in diversified forms and are often
complementary in nature.

The block diagram of the proposed image retrieval frame-
work is shown in Fig. 1. As can be seen from the top portion
of Fig. 1, various image features are extracted in a feature
extraction sub-system and stored in a feature index for the
database images for later similarity matching with query im-
ages as shown in the middle of the figure. For a query image,
similar feature extraction is performed as database images
as shown in the bottom portion of Fig. 1. However, instead
of performing the similarity matching, the global category
of a query image is determined at first in this approach.
The query features are sent to the corresponding SVM clas-
sifiers to get probabilistic outputs or class confidence scores
of each category for individual features. Next, the outputs
are sent to the classifier combination sub-system, which pro-
duces a ranking of the M category labels and finally classify
a query image to the category with the highest obtained
probability value. Based on the on-line category prediction,
the pre-defined category-specific feature weights are utilized
in a linear combination of similarity matching function as
shown in the middle portion of Fig. 1. In this scheme, for
example, a color feature would have more weight for mi-
croscopic pathology and dermatology images, whereas edge
and texture-related features would have more weights for
the radiographs.

The rest of the paper is organized as follows. Section 2 de-
scribe the image categorization approach at a global level by
utilizing the SVM and the classifier combination approach.
Section 3 presents the feature representations approaches



both at the concept and content level. The similarity fu-
sion approach based on image categorization is presented in
Section 1. The experiments and the analysis of the results
are presented in Sections 5 and 6 respectively, and finally
Section 7 provides the conclusion.

2. GLOBALIMAGE CATEGORIZATION BY
MULTI-CLASS SVM

The variation of the medical image categories at a global
level can be effectively modeled by using any supervised
learning-based classification techniques [15]. The task of
a supervised learner or classifier is to predict the label of
a newly encountered unknown data after having seen only
a small number of training examples. To achieve this, the
learner has to generalize from the presented data to unseen
situations in a reasonable way. Due to the empirical suc-
cess or good generalization ability of SVM [12], it is utilized
to classify images to multiple categories. In its basic for-
mulation, the SVM is a binary classification method that
constructs a decision surface and maximizing the inter-class
boundary between the samples. Stated mathematically,

N
f(x) = sign <Z oy K (x4, %) + b) (1)

where x € R¢ is an input vector, x; is a training sample
vector along with its label y; € (+1,—1)", b is a bias and
K is a kernel function which maps the vectors into a higher
dimensional space by the non-linear mapping function ¢ :
R4 — R, where [ > d or [ could even be infinity.

A number of methods have been proposed for the exten-
sion of the SVM to multi-class classification problems [16].
We utilize one such a method by combining all pairwise com-
parisons of binary SVM classifiers, known as one-against-one
or pairwise coupling (PWC) [17]. During the testing of a
feature vector x, each classifier votes for one class. The win-
ning class is the one with the largest number of accumulated
votes. For the SVMs training, a set of M labels are assigned
as C ={c1, -+ ,¢i, - ,cm}, where each ¢; € C character-
izes a global concept category. The initial input to the sys-
tem is the sets of feature vectors along with their manually
assigned corresponding concept labels. During the testing
phase, each category will assign a probability or confidence
score to each image I; as

Pm(x;) = P(y =m [ x;),for 1 <m <M (2)

The pairwise class probabilities 7., are estimated as an ap-
proximation of the original pairwise class probabilities piy.
following the setting of the PWC ensemble in [17]:

1
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where A and B are the parameters estimated by minimizing
the negative log-likelihood function, and d are the decision
values of the training data.

2.1 Classifier Combination

Feature descriptors at different levels of image represen-
tation are in diversified forms and are often complementary
in nature. Different features represent image data from dif-
ferent viewpoints; hence the simultaneous use of different
feature sets can lead to a better or robust classification re-
sult. For simultaneous use of different features, a traditional

method is to concatenate different feature vectors together
into a single composite feature vector. However, it is rather
unwise to concatenate them together since the dimension
of a composite feature vector becomes much higher than
any of individual feature vectors. Hence, multiple classifiers
are needed to deal with different features resulting in a gen-
eral problem of combining those classifiers to yield improved
performance. In general, a classifier combination is defined
as the instances of the classifiers with different structures
trained on the distinct feature spaces. It has been realized
that such systems can be more robust and more accurate
than using a single classifier alone [13].

Four popular classifier combination techniques derived from
the Bayes’s theory, such as the product, sum, max, and
mean rules [13,15] are considered for the expert combina-
tion strategies. Since the outputs of the classifiers are to
be used in combination, the a posterior probabilities in the
range of [0,1] for each category will serve this purpose. In
these combination rules, a priori probabilities are assumed
to be equal and the decision is made by the following for-
mula in terms of the a posteriori probabilities yielded by the
respective classifiers as

W, <= 1gngla§xM pS, O € {prod, sum, max, mean}  (4)

where the product, sum, max, and mean rules are defined
as

R
pprod _ HT:l pT(Wm |XJ) (5)
m - M R
Zm:l r=1 p"“(w"nlxj)
sum Zf:l Dr (wm|xj)
Pm = &M R (6)
Zm:l r=1Pr (wm|x3)
P = max pr(wmx;) (M
and
1 R
P = S pe(mlx,) (8)
r=1

Here, pr(wml|x;) is the a posteriori probabilities yielded by
an expert r for 1 < r < R. In the product rule, it is as-
sumed that the representations used are conditionally sta-
tistically independent. In addition to the conditional in-
dependence assumption of the product rule, the sum rule
assumes that the probability distribution will not deviate
significantly from the a priori probabilities. Classifier com-
bination based on these two rules often performs better than
the other rules, such as max and mean [13].

The multi-class SVM classifiers on different feature spaces
(will be described in the following section) are combined or
fused by the above rules and will finally classify an unknown
query image to the category with the highest obtained prob-
ability value.

3. IMAGE FEATURE REPRESENTATION

The success of a CBIR system depends on the underlying
image representation, usually in the form of a feature vector.
To generate the feature vectors at different levels of abstrac-
tion, we extract both the concept-based feature [14] based
on “bag of concepts” model that comprise of color and tex-
ture patches from local image regions and various low-level
global color, edge, and texture-related image features.



3.1 Concept-Based Image Representation

In a heterogeneous medical image collection, it is possible
to identify specific local patches in images that are percep-
tually and/or semantically distinguishable, such as homoge-
neous texture patterns in grey level radiological images, dif-
ferential color and texture structures in microscopic pathol-
ogy and dermoscopic images. The variation in the local
patches can be effectively modeled as visual concepts (key-
words) [14] by using supervised learning-based classification
techniques, such as the SVM [12].

For concept model generation, we utilize the similar (as
described in previous section) voting-based multi-class SVM
known as one-against-one or pairwise coupling (PWC) [17].
In order to perform the learning, a set of L labels are as-
signed as C = {c1, - ,¢i, -+ ,cL}, where each ¢; € C char-
acterizes a visual concept (keyword). The training set of the
local patches that are generated by a fixed-partition based
approach and represented by a combination of color and tex-
ture moment-based features. For SVM training, the initial
input to the system is the feature vector set of the patches
along with their manually assigned corresponding concept
labels. Images in the data set are annotated with visual
concept labels by fixed partitioning each image I; into [ re-
gions as {X1;,- -+ ,Xx,;, -+, X, }, where each x, € R is a
combined color and texture feature vector. For each xj, the
visual concept probabilities are determined by the prediction
of the multi-class SVMs as [17]

Finally, the category label of zy; is determined as ¢, which
is the label of the category with the maximum probabil-
ity score. Hence, instead of the low-level feature-based rep-
resentation, an entire image is thus represented as a two-
dimensional index linked to the visual keyword (concept)
labels. Based on this encoding scheme, an image I; is rep-
resented as a vector of weighted visual keywords as

fJI = [wljv"' 7wij7"'ij]T (10)

where each w; ; denotes the weight a visual keyword ¢;, 1 <
¢ < L in image [;, depending on its information content.
The popular “tf-idf” term-weighting scheme [18] is used in
this work, where the element w;; is expressed as the product
of local and global weights.

3.2 Low Level Global Feature Representation

In addition to the visual concept feature, we extract the
following global features.

Color Feature: To represent the spatial structure of im-
ages, we utilize the Color Layout Descriptor (CLD) of MPEG-
7 [19]. The CLD represents the spatial layout of the images
in a very compact form. It is obtained by applying the dis-
crete cosine transformation (DCT) on the 2-D array of local
representative colors in the YCbCr color space where Y is
the luma component and Cb and Cr are the blue and red
chroma components. Each channel is represented by 8 bits
and each of the 3 channels is averaged separately for the
8 x 8 image blocks. In this work, a CLD with only 10 Y, 3
Cb, and 3 CTr, is extracted to form a 16-dimensional feature
vector.

Image are also represented as Color Coherence Vector
(CCV) [20] where a color’s coherence is defined as the degree
to which pixels of that color are members of large similarly-
colored regions. Each pixel is classified in a given color

bucket as either coherent or incoherent, based on whether or
not it is part of a large similarly-colored region. A color co-
herence vector (CCV) stores the number of coherent versus
incoherent pixels with each color. By separating coherent
pixels from incoherent pixels, CCV’s provide finer distinc-
tions than color histograms.

Edge Feature: To represent the global shape/edge feature,
the spatial distribution of edges are utilized by the Edge
Histogram Descriptor (EHD) [19]. The EHD represents local
edge distribution in an image by dividing the image into
4 x 4 sub-images and generating a histogram from the edges
present in each of these sub-images. Edges in the image are
categorized into five types, namely vertical, horizontal, 45°
diagonal, 135° diagonal and non-directional edges. Finally,
a histogram with 16 x 5 = 80 bins is obtained, corresponding
to a 80-dimensional feature vector.

In addition, a histogram of edge direction is constructed
where the edge information contained in the images is pro-
cessed and generated by using the Canny edge detection
(with ¢ = 1, Gaussian masks of size = 9, low threshold =
1, and high threshold = 255) algorithm.The corresponding
edge directions are quantized into 72 bins of 5° each. Scale
invariance is achieved by normalizing this histograms with
respect to the number of edge points in the image.

Texture Feature: We extract texture features from the
grey level co-occurrence matrix (GLCM) [21] of each im-
age. In order to obtain efficient descriptors, the information
contained in GLCM is traditionally condensed in a few sta-
tistical features. Four GLCM’s for four different orientations
(horizontal 0°,vertical 90°, and two diagonals 45° and 135°)
are obtained and normalized to the entries [0,1] by dividing
each entry by total number of pixels. Higher order features,
such as energy, entropy, contrast, homogeneity and maxi-
mum probability are measured based on averaging features
in GLCMs to form a 20-dimensional feature vector for an
entire image.

Finally, two more features are extracted as Color Edge
Direction Descriptor (CEDD) and Fuzzy Color Texture His-
togram (FCTH) from the Lucene image retrieval (LIRE)
library [22]. CEDD incorporates color and texture informa-
tion into one single histogram and it requires low compu-
tational power in extracting comparing to MPEGT7 descrip-
tors. To extract texture information, CEDD uses a fuzzy
version of the five digital filters proposed by the MPEG-7
EHD, forming 6 texture areas [23]. This descriptor is ap-
propriate for accurately retrieving images even in distortion
cases such as deformation, noise and smoothing. In contrast,
FCTH uses the high frequency bands of the Haar wavelet
Transform in a fuzzy system, to form 8 texture areas [24].

4. SIMILARITY FUSION

It is difficult to find a feature representation to compare
images accurately for all types of queries. In other words,
each feature representation along with its distance measure
might be complementary in nature and will have its own
limitations. In recent years, the category of work known as
data fusion or multiple-evidence described a range of tech-
niques in information retrieval (specially in text retrieval do-
main) whereby multiple pieces of information are combined
to achieve improvements in retrieval effectiveness. These
pieces of information can take many forms including differ-
ent query representations, different document (image) rep-
resentations, and different retrieval strategies used to obtain



a measure of relationship between a query and a document
(image). Many researchers have argued that better retrieval
effectiveness may be gained by exploiting multiple query rep-
resentations, retrieval algorithms or feedback techniques and
combining the results of a varied set of techniques or repre-
sentations. [25,26].

CBIR also adopts some of the ideas from data fusion re-
search, where the most commonly used approach is a linear
combination of similarity matching scores of different fea-
tures with pre-determined weights. In this framework, the
similarity between a query image I, and target image I; is
described as

Sim(I,, I;) =Y w" Sim" (I, I)) (11)
F

where F' € {Concept, EHD, CLD, CCV, CEDD, FCTH, etc.}
and wf are the weights within the different image represen-
tation.

However, there is a problem with the pre-determined hard-
coded or fixed weight based approach. In this approach, for
example, a color feature will have the same weight for the
search of the microscopic pathology or X-ray images. Al-
though, the importance of the color feature is negligible for
many modalities, such as X-ray, CT, or MRI. We present
an adaptive linear combination scheme based on the on-line
category prediction of the unknown query images. In our
approach, based on the on-line category prediction, pre-
computed category-specific feature weights (e.g., wF) are
utilized in the linear combination similarity matching func-
tion instead of using the fixed weights for each query. Before

Algorithm 1 Fusion-based Similarity Search Approach

1: (Off-line): Select a set of N training im-
ages of M categories with associated cate-
gory label for each feature vector f¥ of where
F € {Concept, EHD, CLD, CCV, CEDD, FCTH, etc.}.

2: (Off-line): Train a SVM classifier for each individual
feature to generate the model files.

3: (Off-line): Store category specific weights (manually de-
fined based on the importance of each category) for each
feature to be used for similarity matching.

4: (On-line): For a query image I,4, extract both the con-
cept and low-level global features and represent as vec-
tors fg .

5: For each feature, get a category prediction based on the
probabilistic output of (2) by applying SVM.

6: Combine the outputs by applying any of the combina-
tion rules of (4).

7: Get the final category label as Cy(j),k € {1,---, M} of
the query image.

8: Consider the individual features weights w” for the spe-
cific query image category.

9: Finally, combine the similarity scores with the weights
based on similarity fusion in (11).

10: Finally return the images based on the similarity match-
ing values in descending order to obtain a final ranked
list of images.

performing any linear combination, the distance measure
scores of each representation are normalized and converted

to the similarity scores with a range of [0,1] as

Dis(fy, f;) — min(Dis(fy, f;))
max(Dis(fy, f;)) — min(Dis(f,, f;))

Sim(fy,f;) =1— (12)
where min(-) and max(-) are the minimum and maximum
distance scores between query and database images (docu-
ments) for a particular feature vector f. Generally, a sim-
ilarity score is the converse of a distance score. So, when
the similarity score is one (i.e. exactly similar), the distance
score is zero and vice versa. The steps involved in the overall
similarity matching approach are depicted in Algorithm 1.

5. EXPERIMENTS

To evaluate the retrieval effectiveness, experiments are
performed on a benchmark medical image collection under
ImageCLEFmed’08 [7]. This collection contains more than
67,000 images of different modalities from the RSNA jour-
nals Radiology and Radiographics. The contents of this col-
lection represent a broad and significant body of medical
knowledge, which make the retrieval more challenging. The
experimental results are generated based on the 30 query
topics (e.g., a short sentence or phrase describing the search
request in a few words with one to three relevant images)
with ten topics in each of three categories: visual, mixed,
and semantic [7]. The relevant sets of all topics were cre-
ated by the CLEF organizers by considering top retrieval
results of all submitted runs of the participating groups.
Retrieval results are computed using the latest version of
TREC -EVAL 3 software and evaluated using un interpo-
lated (arithmetic) Mean Average Precisions (MAP) and Pre-
cision at rank 20 (P20) because most online image retrieval
engines like Google, Yahoo, and Altavista display 20 images
by default. Further measures considered include Geometric
Mean Average Precision (GMAP) to test robustness, and
the Binary Preference (BPREF) measure which is a good
indicator for the completeness of relevance judgments [18].

5.1 Training for global classification by SVM

The training set for global classification contains 5000 im-
ages of 32 manually assigned and mutually exclusive cate-
gories, which is a subset of the ImageCLEFmed’08 collec-
tion. In this set, images are classified into three levels of
details based on modalities (e.g., X-ray, CT, MRI, etc.),
body parts (e.g., head, chest, knee, etc.), and orientation
(e.g., frontal, coronal, sagittal, etc) or with distinct visual
attributes as shown in Fig. 2.

For the training, we use the radial basis function (RBF),
K (xi,%;) = exp(—||x: — x;]|?),7 > 0, as the kernel. There
are two tunable parameters while using the RBF kernels: C'
and . The kernel parameter v controls the shape of the ker-
nel and the regularization parameter C' controls the trade-
offs between margin maximization and error minimization.
Increasing C' may decrease the training error but it can also
lead to a poor generalization. It is not known beforehand
which C' and ~ are the best choices for the classification
problem at hand and are selected by cross-validation (CV).
In the training stage, the goal is to identify the best (C and
v ), so that the classifier can accurately predict the testing
data. For the training set, a 10-fold CV is conducted where
we first divide the training set into 10 subsets of equal size.
Sequentially one subset is tested using the classifier trained

3http://trec.nist.gov/trec — eval /
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Figure 2: Global classification structure of the medical collection.

Table 1: Statistics of the Training Set for Local Con-
cepts

Concept #
CT-Tissue-Brain 400
CT-Tissue-Lung 350
CT-Bone-Whole 350

Skin-Normal 420
Dental-White 330
MRI-Tissue-Leg 320
Xray-Tissue-Lung [ 400

Concept #
CT-Tissue-Abdomen | 380
EC-Tissue-Gastro 300
CT-Bone-Corner 300
Skin-Melanoma, 370
Tissue-Mouth 310
MRI-Tissue-Brain 350
Xray-Hepatic-Veins [ 450

Xray-Chest-bone 260 Micro-Infection 200
US-Grey-Texture 445 Doppler-color 400
Micro-Blood-Blue 490 Histo-Blue 480

Micro-Pink-Bacteria | 520
Photo-Tissue-Brain | 520

Micro-Tissue-Muscle | 500
Photo-Tissue-Cardiac | 500

Backgrnd-White 500 Backgrnd-Grey 510
Backgrnd-Blue 350 Backgrnd-Brown 550
Backgrnd-Black 350 Line-Drawing 550

on the remaining 9 subsets. Thus, each instance of the whole
training set is predicted once so the cross-validation accuracy
is the percentage of data which are correctly classified. We
perform a grid-search on C' and 7 by using cross-validation.
Basically, pairs of (C', v ) are tried and the ones with the
lowest CV error rates are picked for the different feature
representations.

5.2 Training for local concept classification by
SVM

For the visual concept model generation based on the
SVM learning, 30 local concept categories are manually de-
fined, as shown in Table 1. The training set used for this
purpose consist of only 1% images of the entire data set of
67000 images. To generate the local patches, each image in
the training set is at first partitioned into an 8 x 8 grid gen-
erating 64 non-overlapping regions. Only the regions that
conform to at least 80% of a particular concept category are
selected and labeled with the corresponding category label.
For the SVM training, we again use RBF kernel with a 10-
fold CV to find the best values of tunable parameters C' and
v. After finding the best values of the parameters C' = 200
and v = 0.02 of the RBF kernel with a CV accuracy of
81.01%, they are utilized for the final training to generate
the concept model. We utilized the LIBSVM software pack-
age [27] for implementing the multi-class SVM classifiers for
both global and local concept classification.

Table 2: Retrieval Results

Method MAP || R-prec || B-Perf

EHD 0.0032 || 0.0088 || 0.0259

CLD 0.0014 || 0.0043 | 0.0107

Visual Concept 0.025 0.0092 || 0.0208
Fusion (Equal Weight) || 0.0175 || 0.0291 || 0.0529
Fusion (CV) 0.0239 || 0.0430 || 0.0732
Fusion (Category) 0.0265 || 0.0485 || 0.0806

6. RESULTS

This section presents the experimental results of the re-
trieval approaches with or without using similarity fusion.
The performances of the different search schemes are shown
in Table 2 for the retrieval of medical collection based on
the query image set as discussed previously. The proposed
category-specific similarity fusion approach (e.g., Fusion (Cat-
egory)) is compared with similarity fusion with equal weight-
ing (e.g., Fusion (Equal Weight)) and fusion with weights
based on the CV accuracies of different features (e.g., Fu-
sion (CV)). The weights are normalized based on the CV
accuracies of the features, which subject to 0 < wf <1 and
S w =1 for F € {Concept, EHD, CLD, CCV,etc.}. In ad-
dition, we consider the MPEG-7 based EHD and CLD, and
Concept features to compare our fusion search approaches
with these single features based on the Euclidean distance
measure. For the category-based similarity fusion, we ap-
plied the product rule of classifier combination as it pro-
vides the best classification accuracy in this collection when
compared to the other rules. It is clear from Table 2 that
performance is improved for the category-specific similarity
search in terms of the MAP, R-prec and B-Perf scores when
compared to the other similarity fusion approaches or ap-
proaches based on the search only in a single feature space.

Fig. 6 shows the precision values at different rank position
(e.g., 5, 10, 20, 30, 100) for the photographic and medical
collections respectively. From Fig. 6, we can conjecture
that the precision in different rank positions are compara-
tively much better for the category specific similarity fusion
approaches (e.g., Fusion (Category) and Fusion (CV)) when
compared to the similarity fusion based on equal weighting
and using a single feature only (e.g., EHD and CLD). In ad-
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Figure 3: Average Precision curves for different similarity matching schemes

dition, the precisions in initial rank positions (up to 30) are
significantly better for fusion approaches as compared to the
single low level color and edge features. This improvement
in performance is important as users are usually interested
only on the first few top retrieved images. In general, we
achieved around 30-40% increases in MAP scores and pre-
cision at different ranks as shown in Table 2 and Fig. 6
when compared to the searches without using any category
information of the collection.

7. CONCLUSION

In this paper, a novel image retrieval framework based
on image categorization, concept feature representation and
retrieval is proposed for the diverse medical image collec-
tions of different modalities. Unlike few other approaches
where image categorization is the very first step of image
processing for filtering out irrelevant images, we have taken
a different approach. In this framework, the category infor-
mation is utilized directly to adjust the feature weights in
a linear combination of similarity matching. Specially, we
explore the utilization of the probabilistic multi-class SVM
and various classifier combination rules in different aspects
of the image feature spaces for the categorization, repre-
sentation and similarity matching of the images. Overall,
this framework might be useful as a front-end for medical
databases where a search can be performed in diverse im-
ages for teaching, training and research purposes. In future,
we will investigate to incorporate other learning methodolo-
gies such as, boosting and relevance feedback (RF) and will
integrate the textual modality in the framework.
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