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ABSTRACT

Due to the large yearly growth of MEDLINE, MeSH indexing is becoming a more difficult task for a relatively small group of highly qualified indexing staff at the US National Library of Medicine (NLM). The Medical Text Indexer (MTI) is a support tool for assisting indexers; this tool relies on MetaMap and a k-NN approach called PubMed Related Citations (PRC). Our motivation is to improve the quality of MTI based on machine learning. Typical machine learning approaches fit this indexing task into text categorization. In this work, we have studied some Medical Subject Headings (MeSH) recommended by MTI and analyzed the issues when using standard machine learning algorithms. We show that in some cases machine learning can improve the annotations already recommended by MTI, that machine learning based on low variance methods achieves better performance and that each MeSH heading presents a different behavior. In addition, there are several factors which make this task difficult (e.g. limited access to the full-text of the citations) which provide direction for future work.
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1. INTRODUCTION

MEDLINE® citations are indexed using the Medical Subject Headings (MeSH)® controlled vocabulary. This indexing is performed by a relatively small group of highly qualified indexing staff at the US National Library of Medicine (NLM). Their task is becoming more difficult due to the ever increasing size of MEDLINE, currently around 700k articles per year1. We hope that the situation can be eased through improvements to the recommendations made by NLM’s indexing tool, the Medical Text Indexer (MTI) [2, 4].

MTI is a support tool for assisting indexers as they add MeSH indexing to MEDLINE. MTI has two main components: MetaMap [3] and the PubMed Related Citations (PRC) algorithm. MetaMap performs an analysis of the citations and annotates them with Unified Medical Language System (UMLS)® concepts. Then, the mapping from UMLS to MeSH follows the Restrict-to-MeSH [6] approach which is based primarily on the semantic relationships among UMLS concepts. The PRC [11] algorithm is a modified k-NN algorithm which relies on document similarity to assign MeSH headings (MHs). This method attempts to increase the recall of MetaMap by proposing indexing candidates for MeSH headings which are not explicitly present in the citation but which are used in similar context.

Our motivation is to improve MTI’s recommendations using machine learning because there is a large number of MeSH headings, around 26k, and previously indexed citations are available as training data. On the other hand, indexers have access to the full-text. Automatic indexing has no access to this due to license restrictions. We encounter issues, some of which are common to text categorization:

1. Imbalance between the number of positive and negative instances where the negative class usually overwhelms the positive one. Some machine learning algo-

1http://www.nlm.nih.gov/bsd/bsd_key.html
rithms have difficulty with this imbalance. We tested several approaches to deal with this issue to balance the datasets and to use a method based on the optimization of a multivariate measure instead of relying on accuracy. Joachims [10] proposed an adaptation of SVM to optimize measures like $F$-measure or the area under the ROC-curve instead of accuracy, being an alternative to balancing the positive and negative instances.

2. Even if a MeSH heading is correctly identified with a citation, it might not be significant enough to be included in the indexing.

3. Inconsistencies in the annotations might appear due to:

(a) Inconsistency between MeSH indexers [7].
(b) Changes in indexing policy over time can introduce inconsistencies with previously-indexed citations. This can even apply to routine changes to the structure of MeSH. In the selection of our set we carefully avoided this issue by selecting MHs which were already in MeSH during the current indexing period.

In this paper, we study the use of machine learning algorithms in the task of MeSH indexing for some MeSH headings and present several characteristics of the task. We show that the citation text has limited prediction capability and that other sources of information (e.g. fulltext) or representations of the citations other than unigrams and bigrams could still be explored. In the discussion, we point to future work and, based on statistics about MeSH indexing and MTI’s performance.

2. RELATED WORK

Previous work has seen the indexing task as a text categorization task. The large body of related work provides valuable insights with respect to classification of MEDLINE citations and feature selection methods.

We find that most of the methods fit either into pattern matching methods which are based on a reference terminology (like UMLS or MeSH) and machine learning approaches which learn a model from examples of previously indexed citations.

Among the pattern matching methods we find the first component of MTI, as mentioned above, and an information retrieval approach by Ruch [13]. Ruch’s system is a combination of information retrieval and boosting based on pattern matching. In his approach, the categories are the documents and the query is the text to be indexed. Pattern matching considers only the inner structure of the terms but not the terms with which they co-occur. This means that if an article is related to a MeSH heading but does not appear in the reference source (usually restricted to abstract text and title due to availability of full-text), it will not be suggested.

This problem has been approached in several ways from a machine learning point of view. Machine learning methods tend to be ineffective with many categories; i.e. turn the multi-class problem into a binary classification problem. Small scale studies with machine learning approaches already exist [1, 15]. But the presence of a large number of categories has forced machine learning approaches to be combined with information retrieval methods designed to reduce the size of the problem. For instance, PRC and a k-NN approach by Trieschnigg et al. [14] look for similar citations in MEDLINE and predict MeSH headings by a voting mechanism on the top-scoring citations. Experience with MTI shows that k-NN methods produce high recall but low precision indexing. Other machine learning algorithms have been evaluated which rely on a more complex representation of the citations which do not rely only on unigrams or bigrams, e.g., learning based on ILP (Inductive Logic Programmimg) [12].

3. MACHINE LEARNING ANALYSIS

Experiments have been performed on the MTI experiment set for the 2009 MeSH indexing. This set-up allows avoiding any interference provided by policy change in the indexing. We have selected candidate MHs highly represented in MEDLINE but with poor recall performance by MTI. The list of selected MHs is found in Table 1 along with their MeSH identifiers and tree code. MTI performance for each MH is available in this table and as well in Table 4.

Considering that the total number of citations in the training set is 409279, we can see that the number of mentions (Positives) of these MeSH headings is very low. We find a very imbalance data set in which the negative examples exceed by far the number of positive ones. MTI identifies correctly a small amount of the positives (MTITP) but on the other hand, a large set of false positives is incorrectly predicted (MTIFP).

<table>
<thead>
<tr>
<th>MeSH Heading</th>
<th>Unique ID</th>
<th>Positives</th>
<th>MTITP</th>
<th>MTIFP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acute Disease</td>
<td>D000208</td>
<td>2739</td>
<td>526</td>
<td>1857</td>
</tr>
<tr>
<td>Gene Expression</td>
<td>D015870</td>
<td>3442</td>
<td>841</td>
<td>4225</td>
</tr>
<tr>
<td>Health Services</td>
<td>D000296</td>
<td>967</td>
<td>301</td>
<td>1963</td>
</tr>
<tr>
<td>Hormones</td>
<td>D006728</td>
<td>291</td>
<td>108</td>
<td>2094</td>
</tr>
<tr>
<td>Infection</td>
<td>D007239</td>
<td>437</td>
<td>182</td>
<td>3113</td>
</tr>
<tr>
<td>RTPCR</td>
<td>D020133</td>
<td>6953</td>
<td>3428</td>
<td>13711</td>
</tr>
</tbody>
</table>

Table 1: Selected MeSH headings based on 2010 MeSH and MTI performance on the training set

This selection has been previously used in [9]. In the current work a two stage approach to the problem is presented, in which the first step attempts to improve recall while the latter to increase precision. Compared to this previous work, we focus on a deeper analysis of the second step, in which a previously selected subset of documents is further analyzed according to the methods and the representation of the documents.

In the first step, the idea is to reduce the whole dataset to ease the work with machine learning algorithms. This implies identifying a set of classification rules with high recall, which might have a low precision performance. This reduction is performed by doing feature selection using Latent Dirichlet Allocation (LDA) [5] to extract the most salient terms in the groups and selecting the terms with a higher prediction performance based on the combination of decision trees (DT) common branches of the trees among cross-
validation sets and decision trees. The DT derived rules (recall rules) reduce the total set of citations to be considered by the false positive filtering study, see Table 4. We can see that in almost all the cases we can reduce the size of the set, keeping recall high for each MeSH heading but still with low precision.

In Table 2, we show several terms which appeared in the LDA analysis for Gene Expression. We find that terms like expression have high coverage but low precision, since there are terms which can be used in different situations. On the other hand, we find the term gene expression which has lower recall, but surprisingly the precision is still very low. This means that there are cases in which the term gene expression appears in the citation but does not qualify to be included as a candidate MH. Machine learning will not only have to ensure that the term is used in the proper sense but that it is significant enough to qualify, showing further the complexity of the task.

### Table 2: Gene expression feature prediction study

<table>
<thead>
<tr>
<th>Term</th>
<th>Rec</th>
<th>Prec</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>gene expression</td>
<td>0.2343</td>
<td>0.1668</td>
<td>0.2014</td>
</tr>
<tr>
<td>mrna</td>
<td>0.2965</td>
<td>0.1243</td>
<td>0.1752</td>
</tr>
<tr>
<td>expression</td>
<td>0.7704</td>
<td>0.0933</td>
<td>0.1664</td>
</tr>
<tr>
<td>gene</td>
<td>0.5492</td>
<td>0.0725</td>
<td>0.1281</td>
</tr>
<tr>
<td>expressed</td>
<td>0.3033</td>
<td>0.0771</td>
<td>0.1230</td>
</tr>
</tbody>
</table>

### Table 3: Overlap of FPs and annotation of more specific MeSH Headings

In the second step, to the reduced set produced by the recall rules, we have applied the following machine learning algorithms. Each algorithm relies on different learning bias which would allow closer examination of the results for each one of the cases.

1. Traditional classifiers (SVM, Naïve Bayes, decision trees, k-NN and AdaBoost).
2. Multivariate SVM [10], the training is done to optimize F1-measure.
3. We have performed class noise removal based on the algorithms by Zhu et al.[16].

False positive filtering experiments (Filtering) have been performed for each one of the learning algorithms listed above. Unigrams and bigrams are used in the representation of the documents. Results are presented in Table 4, considering Filtering results, only the results for the best performing method are shown. We show the MTI results, MTI with machine learning filtering (MTI+Filtering), the outcome of the recall rules and the recall rules with machine learning filtering (RecRul+Filtering). The data sets for (MTI+Filtering) are derived from the MTI results while the data sets for (RecRul+Filtering) are derived from the recall rules presented above. Further experiments are performed balancing the data sets.

Considering the MTI+Filtering results, as observed already in [9], is that machine learning improves the precision of the MeSH heading recommendation but at the cost of recall. AdaBoost performs better for Acute Disease and Gene Expression. Class noise reduction improves Health Services and Infection, while the method used from this reduced set are decision tree and Naïve Bayes respectively. Multivariate SVM is the preferred method for Hormones and RTPCR. In all the methods but multivariate SVM, balancing the positive and negative examples increases the performance of the classifiers.

Considering the RecRul+Filtering, AdaBoost is the best performing method. As in the previous set, balancing the positive and negative examples improves the performance of the classifiers. Only in the case of Acute Disease, the best performing method is multivariate SVM.

We also show results of the children analysis in Table 4 for Hormones and Infection. We can see that children analysis improves the performance of the recommendations, meaning that the MeSH structure should be further studied in order to improve the recommendations. In both cases, AdaBoost is the best performing method.

From the machine learning algorithms used in the experiments, AdaBoost and multivariate SVM achieve the best performance in many of the filtering results, meaning that low variance methods achieve a better performance. On the other hand, decision trees achieve the lowest performance which correlates with previous studies on text categorization.

### 4. DISCUSSION

In our study, we have used a data set from 2009 MTI experiments, and we have analyzed some of the characteristics of the results obtained by applying machine learning on them. We have presented the issues which machine learning algorithms face when dealing with MeSH indexing.

As we have noted above, each MH seems to have a different behavior according to the method used. Since there are 26k MHs, to train and maintain up-to-date a system which can manage the different MHs, it might be possible to place the effort on highly represented MHs. Systems based on k-NN [11, 14] or matching strategies like MetaMap and Ruch’s approach [13] manage the size problem efficiently. In this section, we present different statistics on the MeSH indexing which would help deciding on focusing the effort on a specific set of MHs.

Table 5 shows the micro/macro-average performance of MTI evaluated for all 26k MHs. We can see that while recall is almost the same, precision is much lower for microaverage. This might mean that there are MHs which are
We can assume that these MHs are rare, but even if occurrences, the total number of occurrences in MEDLINE is quite high. The logarithm of the frequency indicates the number of occurrences in MEDLINE. In order to properly disambiguate MTI achieves a result with low precision.

We find as well that there are 1,314 MHs which are never found.

Recall rules

MTI+Filtering

Recall no children

Recall nc filter

Infection

MTI+Filtering

Recall no children

Recall nc filter

RTPCR

MTI+Filtering

Table 4: Results of different methods on selected MeSH headings

<table>
<thead>
<tr>
<th>Acute Disease</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>F2</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTI</td>
<td>0.2664</td>
<td>0.1580</td>
<td>0.1984</td>
<td>0.1720</td>
</tr>
<tr>
<td>MTI+Filtering</td>
<td>0.4272</td>
<td>0.1395</td>
<td>0.2103</td>
<td>0.1612</td>
</tr>
<tr>
<td>Recall rules</td>
<td>0.1766</td>
<td>0.2006</td>
<td>0.2052</td>
<td>0.2295</td>
</tr>
<tr>
<td>RecRule+Filtering</td>
<td>0.1941</td>
<td>0.6611</td>
<td>0.3001</td>
<td>0.4463</td>
</tr>
</tbody>
</table>

Table 5: MTI macro and micro averaging based on ln frequency

Table 6: MTI macro averaging based on ln frequency

Table 7: MTI macro averaging based on MeSH Tree code

5. CONCLUSION

Experiments show that machine learning can be used to improve the results of MTI, but the results are still low for production purposes. From the results, we can see that low variance machine learning methods provide better results.

1From the MEDLINE Baseline http://www.nlm.nih.gov/index.shtml
2http://www.nlm.nih.gov/bsd/funding_support.html

Table 5: MTI macro and micro averaging based on ln frequency

Table 6: MTI macro averaging based on ln frequency

Table 7: MTI macro averaging based on MeSH Tree code
This implies that noise resilient methods are preferred, even though it is still difficult to know how much noise is derived from attribute noise or class noise. Further work might be devoted to understand both noise types and devise approaches to deal with them. In addition, indexing methods exhibit different behavior depending on the MH. This might be taken into account when training a system for all the MHPs in MeSH.

We have presented results on a limited number of examples. Extending the work to more MeSH headings would provide better insights in the comparison of machine learning approaches. For instance, improvement the results for the Check Tag MHPs, given the low number of them and the large number of citations, would provide a boosting in the performance of the MTI. Very frequent MHPs like Human, Male and Female belong as well to this category of MHPs.

Balancing the number of positives and negatives by removing instances from the negatives (subsampling) has improved the performance of many classifiers. On the other hand, subsampling has removed negative instances with features that should be considered. We plan to consider other sampling approaches including synthetic sampling.

We have performed experiments on the text provided by the abstract and title of the citations. The results point out that the citations might not provide enough information to index the citations, e.g. for around 15% of the citations only the title is present. Only the title is not enough to decide on the MeSH headings to be used to index the documents. In addition, we have seen in Table 2 that there is a limited number of terms related to Gene Expression with high F-measure performance. The analysis performed in this paper indicate that AdaBoost performs reasonably well. AdaBoost in this study uses a decision tree as base learner, this means that capturing relations between features will increase performance. A larger set of features, available in full text, might increase the performance of the classifiers. Further studies on full-text might be required, but only 15% of the PMIDs in our dataset could be matched to full-text identifiers in PubMed Central.

Another possibility to extend the feature set is to consider existing meta-data already available in the citations. One way of doing this might be correlating the MeSH headings with the journals in which the citations appears. This might be approached using the Journal Descriptor indexing which has already been proposed in the literature [8].
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