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Abstract
Misspellings are common in medical documents 

and can be an obstacle to information retrieval. We 
evaluated an algorithm to identify misspelled words 
through analysis of their prevalence in a 
representative body of text.

We evaluated the algorithm’s accuracy of 
identifying misspellings of 200 anti-hypertensive 
medication names on 2,000 potentially misspelled 
words randomly selected from narrative medical 
documents. Prevalence ratios (the frequency of the 
potentially misspelled word divided by the frequency 
of the non-misspelled word) in physician notes were 
computed by the software for each of the words. The 
software results were compared to the manual 
assessment by an independent reviewer. 

Area under the ROC curve for identification of 
misspelled words was 0.96. Sensitivity, specificity, 
and positive predictive value were 99.25%, 89.72% 
and 82.9% for the prevalence ratio threshold 
(0.32768) with the highest F-measure (0.903).
Prevalence analysis can be used to identify and 
correct misspellings with high accuracy.
Introduction
Healthcare organizations are rapidly adopting 

electronic medical record systems1. Narrative medical 
documents contain a large fraction of the data stored 
in the electronic medical records2. However, retrieval
of information from narrative documents presents a 
number of technical challenges.

A typical information retrieval task (e.g. 
searching World Wide Web using Google) includes 
identification of documents that contain some or all 
members of a set of semantic concepts entered by the 
user. Many narrative medical documents are created 
under significant time constraints and are not 
proofread afterwards, resulting in frequent 
misspellings3, 4. Misspellings may not be recognized 
as related to the semantic concepts that are being 
sought, decreasing the sensitivity of information 
retrieval. At the same time, lexical complexity of 
narrative medical texts prevents application of the 
lexicon-based methods for identification of 
misspellings that are commonly used elsewhere5. The 
vocabulary of medical texts is technical and 
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constantly expanding. Additionally the texts contain 
many poorly (if at all) standardized abbreviations and 
acronyms and a wide variety of proper (e.g. patients’ 
and health care providers’) names4. Consequently no 
comprehensive vocabulary including all words that 
can be found in narrative medical texts exists, and 
building one is not feasible. Unsurprisingly, 
published reports that have evaluated identification of 
misspelled words in medical documents using 
existing vocabularies (e.g. UMLS) report relatively 
low sensitivity6.

In most cases, in a sufficiently large body of text 
composed of documents created by different authors, 
any particular misspelling of a given word is 
expected to be encountered with lower frequency 
than the correct spelling of the word. We therefore 
evaluated the accuracy of an algorithm that identifies 
misspellings of a given set of words in a large body 
of narrative medical text based on the analysis of 
their relative prevalence in the text.
Materials and Methods
Algorithm

The prototype software was implemented in Perl. 
The software takes as input three sources of data:

1. One or more plain text files of unlimited size that 
contain representative narrative documents.

2. A text file that contains the words for which the 
software will identify misspellings in the medical 
narrative text provided in source # 1.

3. A text file that contains a list of words in the 
general English vocabulary. Linux.words7 – a 
publicly available list of 45,402 words – was 
used in the prototype implementation.

For every word greater than four characters in 
length in each of the narrative text files, the algorithm
performs the following steps:

1. Determine whether the word is an exact match 
for one of the words in the general English 
vocabulary.

2. If # 1 is false, then determine whether the word 
is an exact or plural match to one of the words 
whose misspellings are being identified. The 
number of times each of the words whose 
misspellings are being identified was found in 
the entire text body is counted and recorded.
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3. If # 2 is false, then determine the Levenshtein 
distance8 (also known as edit distance) between 
the word and each of the words whose 
misspellings are being identified. In this study, 
the standard definition of Levenshtein distance 
as the total number of letter insertions, deletions 
and transpositions necessary to convert one word 
to another was used. Subsequently Levenshtein 
distance ratio is calculated as the ratio of the 
Levenshtein distance to the length of the word 
whose misspellings are sought. 

4. If the smallest Levenshtein distance ratio 
between the word in the text and any of the 
words whose misspellings are being identified is 
below the threshold value of 0.25, the text word 
is recorded. The number of times this word is 
found in the entire text body is counted and 
recorded.

5. After the entire text body has been analyzed, 
prevalence ratio is computed for each of the 
words within the threshold Levenshtein distance 
ratio from one of the words whose misspellings 
are being identified. Prevalence ratio is 
calculated as the number of times the word was 
found in the entire text body divided by the 
number of times the word to which it was closest 
by the Levenshtein distance ratio was found. For 
example, if the word “accupral” is found twice, 
and the word “accupril” is found 100 times, 
prevalence ratio is calculated as 0.02.

6. The words in the text body whose prevalence 
ratio to one of the words whose misspellings are 
being identified is below the prevalence ratio 
threshold are identified as misspellings. The 
purpose of this evaluation was to identify the 
optimal prevalence ratio threshold that confers 
the highest accuracy in this algorithm.

Dataset
We used the prototype software to identify 

misspellings of 200 names of anti-hypertensive 
medications in the text of narrative physician notes. 
Accuracy of identification of misspelled words was 
assessed on the dataset comprised of 2,000 words that 
were within the Levenshtein distance ratio threshold 
of 0.25 from one of the anti-hypertensive medication 
names. These words were randomly selected from 
narrative physician notes from the electronic medical 
record system at Partners HealthCare System. All of 
the notes were created by physicians in outpatient 
practices affiliated with either Massachusetts General 
Hospital or Brigham and Women’s Hospital (both in 
Boston, MA). 

Each of the words was analyzed by an 
independent reviewer who did not participate in the 
design of the software. The line of text on which the 
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word was found was supplied to the reviewer to 
provide context. For each of the 2,000 words the 
reviewer made the determination whether the word 
represented a misspelling of one of the anti-
hypertensive medication names or was a different 
word. The reviewer’s analysis was subsequently used 
as the gold standard to which the software results 
were compared.

Evaluation
The goal of the evaluation was to assess the 

accuracy of the software and to determine the optimal 
prevalence ratio threshold that permitted the best 
discrimination between misspellings and real words.

Based on the distribution of the prevalence ratios 
in the narrative medical text under analysis, we 
selected prevalence ratio thresholds for evaluation 
that started at 10-5 and then increased in geometric 
progression by a factor of two until 671.0886. For 
each of these 27 thresholds we compared the 
software results with the manual review and 
calculated the following parameters:

1. Sensitivity (recall)
2. Specificity
3. False positive fraction (1-Specificity)
4. Positive predictive value (precision)
5. F-measure

F-measure was calculated according to the following 
formula:

F = 
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PR
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××+

)(

)1(
2

2

β
β

where R represents recall and P represents precision. 
The β coefficient indicates the value of precision 
relative to recall; we used β = 1 which gives equal 
weights to recall and precision. Receiver operator 
characteristic (ROC) curve was generated by plotting 
sensitivity against false positive fraction for each of 
the thresholds.

Statistical Analysis
Normal approximation9 was used to calculate 

confidence intervals for sensitivity, specificity, and 
positive predictive value. Trapezoidal rule was used 
to calculate the area under the ROC curve. The 
conservative variance estimator based on the 
maximum variance over distributions with the same 
expected area under the ROC curve (AUC) was used 
to calculate AUC confidence interval10.

IRB
The study protocol was reviewed and approved 

by Partners Human Research Committee.

Results
The software processed 4.31 GB of narrative 

medical text over 34.2 hours. A total of 748,147,019
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words were identified. Of these, 484,145,968 (64.7%) 
matched to one of the words in the general English 
vocabulary. Among remaining words, 2,244,266
matched one of the 200 test set words representing 

Figure 1
Distribution of Potentially Misspelled Words in 

Narrative Documents by Prevalence Ratio
AMIA 2007 Symposium P
the names of anti-hypertensive medications. The 
software identified 172,415 occurrences of 4,658 
unique words that were within Levenshtein distance 
ratio of 0.25 or less from the test set words.

The distribution of the prevalence ratios of the 
4,658 words identified as potential misspellings of 
the test set words was skewed to the left (Figure 1). 
Over 90% of the words had prevalence ratios below 
0.01. The lowest prevalence ratio identified in our 
dataset was 4×10-6 (for “atenololg” compared to 
“atenolol”), and the highest 459.4 (for “retic” 
compared to “oretic”).

Out of the 2,000 words in the evaluation dataset, 
manual review identified 667 (33.3%) as misspellings 
and 1,333 (66.7%) as real words. Sensitivity, 
specificity, precision and F-measure of the software 
for selected prevalence ratio thresholds are shown in 
Table 1. The software achieved the highest F-
measure (0.90) at the prevalence ratio threshold of 
0.32768. This threshold resulted in sensitivity of 
99.3% (95% CI ± 0.75%), specificity of 89.7% (95% 
CI ± 1.6%) and precision of 82.9% (95% CI ± 1.6%). 
Table 1
Accuracy of the Algorithm at Different Prevalence Ratio Thresholds

Threshold 0.00001 0.00008 0.00064 0.00512 0.04096 0.16384 0.32768 1.31072 10.48576 83.886 671

Sensitivity 0.75% 4.05% 18.44% 45.58% 67.92% 86.36% 99.25% 99.70% 100% 100% 100%
Specificity 100% 100% 99.70% 98.27% 96.02% 92.65% 89.72% 67.52% 30.01% 28.43% 9.15%
Precision 100.00% 100.00% 96.85% 92.97% 89.53% 85.46% 82.85% 60.56% 41.69% 41.15% 35.52%

F-measure 0.015 0.078 0.310 0.612 0.772 0.859 0.903 0.754 0.588 0.583 0.524
Table 2
Examples of the Words Correctly and Incorrectly Identified by the Software

True Positives True Negatives False Positives False Negatives
labetolol (labetalol)
cardiazem (Cardizem)
linisopril (lisinopril)

titrate (nitrate)
Alan (Calan)
eosinophil (fosinopril)

nocardia (Procardia)
Caplan (Calan)
MonoJet (Monoket)

Serapes (Ser-Ap-Es)
Cardia (Cartia)
Betalol (Betaloc)

The words from the test set closest to text words identified as potential misspellings are given in parentheses
Examples of the words correctly and incorrectly 
identified by the software at this threshold are 
provided in Table 2.

The area under the ROC curve for prevalence 
ratio was 0.967 (95% CI ± 0.014), indicating 
excellent accuracy (Figure 2).

Discussion
Misspellings are common in narrative medical 

documents4, 11 and several reports have highlighted
them as one of significant obstacles to effective 
information retrieval from medical texts4, 12. Most 
modern spellcheckers11 identify misspelled words 
based on a) lack of a match to a word in a lexicon and 
b) a measure of proximity to one of the words in the
lexicon, most commonly Levenshtein distance8, tri-
grams5 or similarity keys13. Identifying misspellings 
in medical texts based on these algorithms can be 
particularly challenging because of the constantly 
evolving technical vocabulary and frequent use of 
acronyms and abbreviations as well as proper names. 
Consequently creation of a comprehensive lexicon is 
not feasible, limiting the efficacy of both steps of the 
algorithm.

A number of investigations have been carried out 
to address this challenge using both specialized 
medical lexicons, such as UMLS6, and context-based 
approach14. In this report we describe the first, to our
knowledge, analysis of using word prevalence in a 
representative collection of medical text to identify
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Figure 2
ROC Curve for Prevalence Ratio Threshold

misspelled words and correct errors in medical 
narrative.

The goal of the algorithm we developed is to 
identify all misspellings of a given set of words in a 
body of text. While not designed for real-time error 
correction, it has important applications in 
information retrieval from narrative medical 
documents. It is common for users of large medical 
databases to search for a set of documents that 
contain a given set of keywords, where 
comprehensiveness of the results may be more 
important than speed12, 15, 16. An algorithm similar to 
the one we present could be used to identify all 
common misspellings of the keywords using a 
representative body of narrative documents prior to 
running the query. The common misspellings could 
then be included in the keyword list to improve 
sensitivity of the query. Another potential application 
of the algorithm is in semantically-driven document 
classifiers focused on a specific domain. A number of 
these applications have been described in the 
literature17-19, and some of them explicitly address the 
detection of misspellings in their design18. Our 
group’s experience with similar tasks20 indicates that 
incorporation of misspellings in the definition of 
semantic fields can boost sensitivity of information 
retrieval.

As demonstrated by the area under the ROC 
curve, prevalence analysis has a high discriminative 
ability for detection and correction of spelling errors. 
At the optimal prevalence ratio threshold it detected 
nearly all misspellings except names of several 
medications that were both very uncommon and 
counter-intuitively spelled (e.g. Ser-Ap-Es), leading 
to misspellings being more common that the correct 
medication name. At the same time, while achieving 
nearly total recall, the algorithm maintained high 
specificity of nearly 90%, resulting in an F-measure 
of over 0.9. This level of performance is sufficient for 
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most applications and could likely be improved 
further if combined with other previously reported 
approaches, such as context analysis. While the 
algorithm requires availability of a large body of 
representative text to achieve this level of accuracy, 
narrative medical documents are increasingly 
becoming available in digital format21 and this 
constraint is unlikely to be a significant obstacle in 
the future.

This study has several limitations. Only words 
longer than four characters were included in the 
evaluation and the list of potential misspellings was 
limited by the ratio of Levenshtein distance to the 
word length of 0.25. Previous investigations showed, 
however, that 80% of spelling errors are within 
Levenshtein distance of one from the original word22; 
therefore most spelling errors were likely to be 
included in our evaluation scheme. On the other 
hand, it is recognized that misspellings of words less 
than five characters long present a particular 
challenge for identification and correction23. A single 
letter change in one of these words is more likely to 
result in another word in the lexicon and 
consequently algorithms based on grammatical 
analysis of the sentence will likely be necessary to 
identify these errors. The technique we describe 
would not be able to identify a misspelling of a word 
from the given word list that resulted in another word 
on that list – a problem common for spellcheckers24. 
The evaluation was limited to spelling errors of 
names of anti-hypertensive medications. It is possible 
that the findings would not be applicable to other 
semantic domains. The body of medical text we used 
was geographically limited to practices affiliated with 
two academic hospitals in a single city and it is 
possible that the findings could not be extended to 
other geographic locales. However, previous reports 
showed that differences in accuracy of analysis of 
narrative medical documents between different 
geographic domains are not high25. The large number 
of documents in our dataset created by physicians 
who trained in many different institutions across the 
country could partially compensate for the 
geographic localization.

Conclusion
In summary, in this paper we report the results of 

the evaluation of an algorithm that identifies and 
corrects spelling errors for a set of words using 
analysis of word prevalence in a body of text. The 
algorithm demonstrated very high accuracy and could 
be used in a number of applications of information 
retrieval from narrative medical documents. The 
source code for the prototype software is available 
upon request.
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