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Abstract

MEDLINE is the National Library of Medicine’s premier bibliographic database for biomedical literature. A highly
valuable feature of the database is that each record is manually indexed with a controlled vocabulary called MeSH.
Most MEDLINE journals are indexed cover-to-cover, but there are about 200 selectively indexed journals for which
only articles related to biomedicine and life sciences are indexed. In recent years, the selection process has become
an increasing burden for indexing staff, and this paper presents a machine learning based system that offers very
significant time savings by semi-automating the task. At the core of the system is a high recall classifier for the
identification of journal articles that are in-scope for MEDLINE. The system is shown to reduce the number of articles
requiring manual review by 54%, equivalent to approximately 40,000 articles per year.

Introduction

MEDLINE R© is the U.S. National Library of Medicine’s (NLM) journal citation database. It contains over 25 million
citations and is growing at rate of over 900,000 citations per year. The subject scope of MEDLINE is biomedicine
and health, broadly defined to encompass the information needs of those working in healthcare and life sciences. A
distinctive feature of MEDLINE is that records are manually indexed with NLM Medical Subject Headings (MeSH R©).
MEDLINE currently covers over 5,200 international journals, and the majority of these journals are indexed cover-to-
cover; that is, all articles, substantive editorials, and letters are indexed. About 200 journals are selectively indexed,
meaning that only articles related to biomedicine and life sciences are indexed. These selectively indexed journals are
typically multidisciplinary journals, such as general science or general chemistry titles.

Between 2000 and 2017, the number of articles from selectively indexed journals has increased rapidly from approxi-
mately 13,000 to 78,000, while at the same time the fraction of articles selected for indexing has decreased from about
90% to 25%†. As a consequence, selecting articles for MEDLINE indexing is an increasing burden for NLM indexers,
distracting them from their core task of indexing the biomedical literature.

This paper presents a machine learning based system that has been developed to assist indexers with the selection
process. The core component of the system is a high recall classifier for the identification of journal articles that are
in-scope for MEDLINE. The main inputs to the classifier are the article title and abstract, and the output is a prediction
of whether the article is in-scope for MEDLINE. The classifier is used to pre-filter articles that are likely to require
MEDLINE indexing and offers significant time-savings by reducing the number of articles requiring manual review.
Indexers require the classifier to have close to 100% recall as they do not want to miss in-scope articles.

Related Work

We are not aware of any prior work on selecting biomedical journal articles for indexing, however triage of relevant
PubMed articles is often the first step in database curation. An example of such an approach is the TREC 2004 ge-
nomics track categorization task2. This task simulated the curation of the Mouse Genome Informatics system and
required the triage of articles that contain evidence supporting the assignment of a GO code to a specific gene. The
goal was to limit the number of articles sent to human curators for more exhaustive analysis. A similar example is
the selection and ranking of articles for the Comparative Toxicogenomics Database (CTD) in the BioCreative eval-
uations3. The CTD database captures chemical-gene-disease relationships and triage effectiveness was measured by
gene, disease, and chemical named entity recognition performance. A different application, that also requires the se-
lection of a subset of PubMed articles, is the identification of scientifically rigorous articles for clinicians practicing
†Statistics computed using the 2018 MEDLINE/PubMed baseline1
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evidence-based medicine. Several machine learning based approaches have been developed to solve this important
problem4–6. More generally, topic-based text classification has been extensively studied in many domains. A relevant
and well-studied topic-based text classification problem is the automatic indexing of biomedical articles using the
MeSH vocabulary7–9.

Methods

Dataset

The dataset is comprised of citation data for MEDLINE articles published in selectively indexed journals before
September 2018. It was constructed using a list of selectively indexed journals (and associated start/end years of
selective indexing) automatically extracted from the 2018 NLM List of Serials Indexed for Online Users file10. Citation
data was downloaded from the 2018 MEDLINE/PubMed annual baseline1 and daily update files, and articles from
selectively indexed journals were filtered based on their journal and publication date. Articles published in the same
year that their journal was selected or deselected for selective indexing were excluded as selective indexing may have
started or ended part way through the year.

Articles from selectively indexed journals have typically been reviewed by a single NLM indexer, and whether or
not an article has been selected for indexing can be determined from the MEDLINE citation status. Indexed articles
are assigned “MEDLINE” status and out-of-scope articles are assigned “PubMed-not-MEDLINE” status. There are
33 journals that are known to have problematic determinations before 2015, and the affected articles were removed
from the dataset. The validation and test sets only contain articles published in 2018, as we want to evaluate how the
system performs on recent articles. The test set only contains articles from a subset of 132 selectively indexed journals
that the indexing team are particularly interested in‡. Some special citation types (Comment, Erratum, Expression of
Concern, Republished, Retraction, Update, Reprint, and Patent Summary) are also excluded from the validation and
test sets because they follow special indexing rules. The final dataset contains 1.5 million training set articles, 14,346
validation set articles, and 29,833 test set articles. As discussed previously, the fraction of articles selected for indexing
has decreased over time: the training set contains articles published before 2018 and has an overall indexing rate of
64%, while the validation and test sets contain articles published in 2018 and have indexing rates of 18%.

Classifier for In-Scope Biomedical Journal Articles

The developed classifier combines the predictions of an ensemble of traditional machine learning algorithms and a
Convolutional Neural Network (CNN). These two component classifiers are described in detail below.

Ensemble of Traditional Machine Learning Algorithms

The ensemble is implemented using scikit-learn11 (v0.20.2) and uses averaging to combine the predictions of Bernoulli
Naive Bayes, Logistic Regression, Stochastic Gradient Descent, and Random Forest classifiers. The model was trained
on 2017 data and the input features are concatenated term frequency inverse document frequency (TF-IDF) represen-
tations of the title, abstract, and author affiliations. Model hyperparameters were optimized using a grid search for
F2-score and are listed in Table 1.

The individual algorithms for the ensemble were chosen by first evaluating their standalone performance on the vali-
dation set. Only algorithms available in scikit-learn, and known to perform well on natural language processing (NLP)
tasks, were considered. Individual algorithms that performed well were chosen as candidates for the final ensemble
model, and the best performing combination of algorithms was determined using a grid search.

Convolutional Neural Network

A Convolutional Neural Network is a type of deep neural network that is commonly applied to image processing tasks.
Recently, however, CNNs have also been shown to be effective for various NLP problems, including text classification.
The neural network architecture used in this paper (Figure 1) is based on the CNN architecture presented by Kim
et al.12. In their paper, Kim et al. demonstrate that this architecture is effective for sentence classification. The

‡List of selectively indexed journals of interest to NLM indexers can be downloaded from the paper GitHub repository (http://github.com/
indexing-initiative/selective_indexing)
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Table 1: Hyperparameters selected using a grid search. Any parameters not listed in the table were set to the scikit-
learn default values.

Classifier Hyperparameters
Bernoulli Naive Bayes alpha=.01
Logistic Regression C=2
Stochastic Gradient Descent loss=modified huber, alpha=.0001, max iter=1000
Random Forest Classifier n estimators=100, criterion=‘gini’

architecture represents words as vectors and input text as the concatenation of word vectors. The network learns a set
of convolutional filters that are convolved along the length of the input text to produce an activation map; filters learn
to activate when they detect a specific type of feature (e.g. discriminative words or phrases) at some position in the
text. The convolution operation is followed by a max pooling operation that keeps only the maximum activation of
each filter. The result is a fixed length representation of the input text that is invariant to the position of the detected
features. The final layer of the network is a task specific classification layer.

Figure 1: CNN architecture.

This paper presents a custom neural network architecture that uses a CNN to process text inputs. There are five inputs
to the network: the article title, abstract, journal, publication year, and indexing year. The network generates a fixed
length representation of each input and then concatenates them to construct the input to the hidden layer. The final
classification layer uses a sigmoid activation function to generate a single output value between zero and one, which
can be interpreted as the probability of an article being in-scope for MEDLINE. The model uses randomly initialized
word vectors, dropout regularization, and batch normalization for the hidden and convolution layers.

The title and abstract inputs are processed separately using the same word embeddings and convolutional filter weights.
Standard max pooling is used for the title, whereas dynamic max pooling13 is used for the abstract. Dynamic max
pooling is implemented by first dividing the abstract into five equal length sections, and then standard max pooling is
applied to each of these sections. The intention is to create a richer representation of the abstract by retaining some
position information.

The journal is treated as a categorical input, and each journal is represented by a fixed length vector. Like the word
embeddings, the journal embeddings are learned during training. The two year inputs are represented using the special
encoding scheme shown in (Figure 2). The encoding is similar to one-hot encoding; however, positions for the year
and preceding years are activated. The encoding is intended to capture the sequential nature of time and allow for
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Figure 2: Illustration of the special encoding used for year inputs. The example shows how years between 2014 and
2018 would be encoded.

better generalization between years.

The model was trained on the full training set using binary cross entropy loss, the Adam optimizer, and mini-batch
gradient descent. The F1-score metric was monitored on the validation set, and training was stopped early when it
stopped increasing. Model hyperparameters (Table 2) were chosen based on the literature12–14 and manual optimization
for F1-score.

Table 2: CNN hyperparameters.

Hyperparameter Value
vocabulary size 400,000
word embedding size 300
title max words 64
abstract max words 448
number of convolution filters 350
convolution filter sizes 2, 5, 8
dynamic max pooling number of regions 5
activation function for classification layer sigmoid
activation function for all other layers relu
hidden layer size 3365
journal embedding size 50
dropout rate 0.5
vocabulary dropout rate 0.25
batch size 128
learning rate 0.001

Final Combined Model

The final model combines the predictions of the ensemble of traditional machine learning algorithms and the CNN.
To compute the output probability of the combined model, we assume that the component model predictions are
independent and take the product of their output probabilities.

The final prediction of whether an article should be selected for indexing can only be made after the selection of a
decision threshold. There is a trade-off between precision and recall: a high threshold will result in high precision but
low recall, whereas a low threshold will result in low precision but high recall. The classifier developed in this paper
is required to have close to 100% recall, and therefore a relatively low threshold was selected on the validation set. All
the code, datasets and trained models required to reproduce the results of this paper are publically available on GitHub
at http://github.com/indexing-initiative/selective_indexing.

Results

This section presents a performance evaluation of the developed classifier on the 2018 test set. We first compare the
performance of the combined model to the standalone performance of its component models. We then breakdown the
performance of the combined model by journal topic.
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Figure 3 shows precision-recall curves for the ensemble of traditional machine learning algorithms, CNN, and com-
bined models. Figure 3a is the full plot and Figure 3b is a zoomed in plot showing recall values close to 100%.
Figure 3a shows that, for intermediate values of recall, the CNN is the best performing model. In this recall range,
the relatively low performance of the ensemble degrades the performance of the combined model. We are, however,
interested in performance at high recall values. For the high recall values shown in Figure 3b, it can be seen that
the predictions of the ensemble and the CNN model are complementary and that the combined model has the highest
precision for most values of recall.

Figure 3: Precision-recall curves for the ensemble of traditional machine learning algorithms, CNN, and combined
model a) full plot b) zoomed in plot showing precision at high recall.
After discussion with NLM indexers, it was decided that recall of about 99.5% resulted in a good balance between
classifier precision and false negative error rate. After selecting a decision threshold on the validation set, the final
combined model precision and recall was measured to be 38.0% and 99.4% respectively, on the test set.

In order to breakdown model performance by journal topic, each selectively indexed journal was assigned to one of
four journal groups: Chemistry, Science, Jurisprudence, or Biotech. Both the compilation of the list of journal groups
and the assignment of journals to groups was done based on human judgement; the MeSH terms that are assigned
to MEDLINE journals15 were used as guidance. Figure 4 plots precision-recall curves for the combined model by
journal group and shows that the model performance varies significantly between journal groups. Specifically, the
model performs better on Science and Jurisprudence articles and worse on Biotech and Chemistry articles.

Discussion

At the measured precision of 38.0%, the implemented system offers NLM indexers considerable time and cost savings
by allowing them to automatically discard the 54% of articles that are very unlikely to require indexing. In 2017 there
were approximately 80,000 articles processed from selectively indexed journals, and we would therefore expect the
system to exclude approximately 40,000 articles from manual review each year. The measured recall value of 99.4%
indicates that approximately 0.6% of in-scope articles will be missed by the system, but this is considered acceptable
given the expected time-savings. It is important to realize that even human indexers may miss articles or disagree on
whether an article is in-scope.

In the results section it was shown that the model performance varies considerably with article topic. The reason for
this variation in performance is not explored in this paper, but the analysis highlights that the model could potentially
be deployed for a subset of journals for which it is particularly effective.

One of the key challenges that was faced when developing the presented classifier was the time-variance of the dataset.
There are many factors that cause time-variance and these include changes to selective indexing policy, changes to the
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Figure 4: Precision-recall curves for combined model by journal group.

list of selectively indexed journals, and concept drift due to scientific progress and trends. Figure 5 offers one view of
the time-variance of the dataset: it shows variation in the fraction of indexed articles from selectively indexed journals
over time. The recent drop in indexing rate may be attributed to many factors, but a recent tightening of selection
criteria is likely to be the most significant.

Figure 5: Fraction of indexed articles from selectively indexed journals against publication year. Shows the actual
fraction and the fraction predicted by the CNN model.

The observed time-variance is especially problematic for the training of the CNN because it requires a large amount
of training data to achieve high performance. There is insufficient data from recent years, and consequently the CNN
is forced to model the time-variance of the dataset and to generalize across years if possible. The publication year and
indexing year inputs were added for this purpose and were found to improve performance on the 2018 validation set.
Figure 5 shows that the indexing rate predicted by the CNN closely follows the true indexing rate, and this provides
further evidence that the CNN is effectively modeling the time-variance of the dataset.

Conclusion

This paper presents a machine learning based system that has been developed to assist indexers with the selection of
articles for MEDLINE indexing. At the core of the system is a high recall classifier for the identification of journal
articles that are in-scope for MEDLINE that combines the predictions of traditional machine learning algorithms and
a Convolutional Neural Network. The system is shown to offer very significant time and cost savings by allowing
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indexers to discard 54% of articles that are very unlikely to require indexing.

For future work, we plan to further explore the effect of the dataset time-variance on model performance. It is claimed
that new language model based text representations16 require less task specific training data. It may therefore be
possible to achieve better performance by training models using these new representations only on recent data. We
would also like to understand why the model performance varies so much with article topic. Our motivation is that
the two worst performing groups (Biotech and Chemistry) make up over two thirds of 2018 articles. Any performance
improvements for these two groups will result in a significant increase in overall performance.
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