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Preface

This book aims to provide advanced or up-to-date techniques in medical 
imaging through the use of artificial intelligence (AI), image recognition (IR), 
and machine learning (ML) algorithms/techniques. An image or a picture 
is worth a thousand words; which means that image recognition can play a 
vital role in medical imaging and diagnostics, for instance. The data/infor-
mation in the form of image, i.e. a set of pixels, can be learned via AI, IR, and 
ML, since it is impossible to employ experts for big data. The book covers 
several different topics, such as tuberculosis (TB) detection; radiologic and 
urologic applications; epileptic seizures detection; histology classification 
of non-small cell lung cancer; osteoarthritis classification (using knee joint 
X-ray); non-proliferative diabetic retinopathy lesions classification; fractured 
bone detection and labeling (using CT images); usefulness of 3D imaging 
(a quick review); and pathological medical imaging and segmentation.

In Chapter 1, authors discuss the stacked generalization of models for TB 
detection in chest radiographs. TB is an airborne infection and a common 
cause of death related to antimicrobial resistance. In resource-constrained 
settings, where there is a significant lack of expertise in interpreting radiol-
ogy images, there is a need of image-analysis-based computer-aided diag-
nosis (CADx) tools. Such tools have gained significance because they offer 
a promise to alleviate the human burden in screening in countries that lack 
adequate radiology resources. Very specifically, authors reported the use of 
convolutional neural networks (CNN), a class of deep learning (DL) models. 
We observed that such tools deliver promising results on visual recognition 
tasks with end-to-end feature extraction and classification. Besides, ensemble 
learning (EL) methods combine multiple models to offer promising predic-
tions because they allow the blending of intelligence from different learning 
algorithms.

In Chapter 2, the authors provide a thorough idea on how artificial intel-
ligence (AI) tools can help in medical imaging, using radiologic and urologic 
applications. The authors are convinced of the fact that diagnostic errors 
account for approximately 10% of patient deaths, and between 6 and 17% 
of adverse events occurring during hospitalization. At a total of ~20 million 
radiology errors per year, and 30,000 practicing radiologists, this averages 
to just under 700 errors per practicing radiologist. Errors in diagnosis have 
been associated with clinical reasoning, including: intelligence, knowledge, 
age, affect, experience, physical state (fatigue), and gender (male predilection 
for risk taking). These factors, and the limited access to radiologic special-
ists for up to 2/3 of the world, encourage a more urgent role for the use of 
AI in medical imaging, a huge focus of which is machine learning. Also, 
operator dependency in radiologic procedures, particularly sonography, has 
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led researchers to develop automated image interpretation techniques simi-
lar to those used for histopathology. AI now allows for the connection of 
image analysis with diagnostic outcome, in real time. AI has the potential to 
assist with care, teaching, and diagnosis of illness. According to the market 
research firm Tractica, the market for virtual digital assistants worldwide 
will reach $16 billion by 2021. The term “machine learning” as it applies 
to radiomics is used to describe high throughput extraction of quantitative 
imaging features with the intent of creating minable databases from radio-
logical images. 

In Chapter 3, the authors discuss the early detection of epileptic sei-
zures, which is based on scalp electroencephalography (EEG) signals. Their 
research aims to realize a seizure detector using the empirical mode decom-
position (EMD) algorithm and a machine learning–based classifier that is 
robust enough for practical applications. They have conducted exhaustive 
tests on EEG data of 24 pediatric patients who suffered from intractable 
seizures. Their tool may serve as a potential avenue for real-time seizure 
detection.

In Chapter 4, authors reported the usefulness of fractals in histology classi-
fication of non-small cell lung cancer (NSCLC). This type of cancer accounts 
for 85% of all the lung cancers. Noninvasive identification of the histology 
of NSCLC aids in determining the appropriate treatment approaches. In 
this study, the authors observed the usage of radiomics with application of 
fractals for decision-making: histology classification of NSCLC using lung 
CT images. Again, their study suggests that fractals can play a vital role 
in radiomics, providing information about the gross tumor volume (GTV) 
structure, and also helping characterizing the tumor.

In Chapter 5, the authors explain the use of multiple features to classify 
osteoarthritis (OA) in knee joint X-ray images. OA is a commonly occurring 
disease in the joints of the knee, hip, and hands. It results in a loss of carti-
lage. Affected patients will experience severe pain, stiffness, and a grating 
sensation during the movement of the joints. The authors reported that the 
use of several different features, such as edge, curvature, and textures, could 
improve the performance in classification (normal and/or abnormal), where 
conventional machine learning classifiers are used.

In Chapter 6, the authors explained how non-proliferative diabetic retinop-
athy (NPDR) lesions could be detected and classified. Diabetic retinopathy 
began with a leakage of blood or fluid from the retinal blood vessels and it 
damages the retina. NPDR is an early stage of diabetic retinopathy and it is 
categorized by three stages: mild, moderate, and severe. These were tested, 
and the authors achieved a classification accuracy of 94% using artificial neu-
ral network.

In Chapter 7, the authors explain the use of image segmentation so that 
image region labeling becomes easier. In their study, they discuss bone 
fracture detection and labeling in computed tomography (CT) images. 
CT images are a crucial resource for assessing the severity and prognosis 
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of bone injuries caused by trauma or accident. Similarly, fracture detection 
is a very challenging task. In their work, the authors developed a computer-
aided diagnosis (CAD) system, which not only precisely extracts and assigns 
unique labels to each fractured piece by considering patient-specific bone 
anatomy, but also effectively removes unwanted artifacts (like flesh) sur-
rounded by bone tissues. In their tests (real patient-specific CT images), they 
have reported the maximum possible accuracy of 95%. 

In Chapter 8, the authors provide a systematic review on 3D imaging in 
biomedical applications. The volume visualization or 3D imaging field is 
vibrant and one of the fastest growing fields in scientific visualization. It is 
focused on creating high-quality 3D images from acquired volumetric data-
sets to gain insights into underlying data. In this work, the authors primarily 
review detailed information about the state-of-the-art volume visualization 
techniques majorly applied in the biomedical field. Besides, they provide 
commonly used tools and libraries that are employed for volume visualiza-
tion. Further, several applications are discussed. 

In Chapter 9, the authors discuss the evolution of the digital sliding of 
pathology in medical imaging. In general, they point out the evolution in the 
digitalization of pathological slides and explain the advantages of pathology 
practices in the prediction of diseases, in minimizing efforts, and in clari-
fying disease information via diagnosis. For example, examining tiny tis-
sue uncovers data that could empower the pathologist to render an accurate 
analysis and provide help with treatments. 

In Chapter 10, the authors provide a quick review on pathological medi-
cal segmentation, which is based on parametric techniques. In their study, 
several different segmentation techniques are considered. Further, authors 
point out the comparison among the techniques (publicly available) and help 
readers find an appropriate one.

MATLAB® is a registered trademark of The MathWorks, Inc. For product 
information, please contact:
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1
A Novel Stacked Model Ensemble for 
Improved TB Detection in Chest Radiographs

Sivaramakrishnan Rajaraman, Sema Candemir, Zhiyun Xue, 
Philip Alderson, George Thoma, and Sameer Antani

1.1  Introduction

Tuberculosis (TB) is an infectious disease caused by a rod-shaped bacte-
rium called Mycobacterium tuberculosis. According to the 2018 World Health 
Organization (WHO) report, there were an estimated 10 million new TB 
cases, but only 6.4 million (64%) were reported for treatment [1]. Countries 
including India, China, Pakistan, South Africa, and Nigeria accounted for 
more than 60% of the people suffering from the infection. A chest X-ray 
(CXR), also called chest film or chest radiograph, is the most common imag-
ing modality used to diagnose conditions affecting the chest and its con-
tents [2, 3]. CXR diagnosis has revolutionized the field of TB diagnostics and 
is extremely useful in establishing a plausible diagnosis of the infection. 
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Clinicians initiate treatment for the infection based on their judgment of 
these radiology reports. Posterior-anterior (PA) and lateral CXR projections 
are routinely examined to diagnose the conditions and provide diagnostic 
evidence [4]. Figure 1.1 (a)–(e) shows some instances of abnormal and normal 
CXRs.

With significant advancements in digital imaging technology there is an 
increase in the use of CXRs for TB screening. However, there is a lack of 
expertise in interpreting radiology images, especially in TB endemic regions, 
which adversely impacts screening efficacy [5], an ever-growing backlog and 
increased opportunity for disease spread. Also, studies show that there is 
a high degree of variability in the intra-reader and inter-reader agreement 
during the process of scoring CXRs [6]. Thus, current research is focused 
on developing cost-effective, computer-aided diagnosis (CADx) systems that 
can assist radiologists in interpreting CXRs and improve the quality of diag-
nostic imaging [7]. These systems are highly competent in reducing intra-
reader/inter-reader variability and detection errors [8–11]. There are several 
prior approaches using traditional image analysis and machine learning 
(e.g. support vector machine [SVM]) that are valuable for providing back-
ground on CADx tools for CXR analysis [12–15]. The reader is referred to 
these as background. They are promoted as a convenient tool to be used in 
systematic screening and triaging algorithms due to the increased availabil-
ity of digital radiography, which presents numerous benefits over conven-
tional radiography, including enhanced image quality, safety, and reduced 
operating expenses [16]. CADx tools have gained immense significance; the 
appropriate use and advancing of these systems could improve detection 
accuracy and alleviate the human burden in screening. Earlier CADx stud-
ies were based on image segmentation and textural feature extraction with 
grey-level co-occurrence matrix [17]. A CADx system for TB detection was 
proposed by Van Ginneken et al. [18], who used multi-scale feature banks for 
feature extraction and a weighted nearest-neighbor classifier for classifica-
tion of TB-positive and normal cases. The study demonstrated area under a 
curve (AUC) values of 0.986 and 0.82 on two private CXR datasets. A tech-
nique based on pixel-level textural abnormality detection was proposed by 
Hogeweg et al. [19] to obtain AUC values between 0.67 and 0.86. However, a 

FIGURE 1.1
CXRs: (a) hyper-lucent cystic lesions in the upper lobes, (b) right pleural effusion, (c) left pleural 
effusion, (d) cavitary lung lesion in the right lung, and (e) normal lung.
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comparative study of the proposed methods was hampered due to unavail-
ability of public CXR datasets. Jaeger et al. [20] made available the public 
CXR datasets for TB detection, followed by Chauhan et al. [21], who helped 
to evaluate the proposed techniques on public datasets. Melendez et  al. 
 proposed the multiple instance learning methods for TB detection, which 
used moments of pixel intensities as features to be classified by an SVM 
classifier [22]. The authors obtained AUC between 0.86 and 0.91 by evaluat-
ing on three private CXR datasets. Jaeger et al. [5] proposed a combination 
of standard computer vision algorithms for extracting features from chest 
radiographs. The study segmented the region of interest (ROI) constituting 
the lungs, and extracted the features using a combination of algorithms that 
included a histogram of oriented gradients (HOG), local binary patterns 
(LBP), Tamura feature descriptors, and other algorithms. A binary classifier 
was trained on these extracted features to classify normal and TB-positive 
cases. CADx software based on machine learning (ML) approaches using 
a combination of textural and morphological features is also commercially 
available. This includes CAD4TB, a CADx software from the Image Analysis 
Group, Nijmegen, Netherlands that reported AUC ranging from 0.71 to 0.84 
in a sequence of studies performed in detecting pulmonary abnormalities 
[23]. Another study achieved AUC of 0.87 to 0.90 by using an SVM classi-
fier to classify pulmonary TB from the normal instances using texture and 
shape features [24]. However, the performance of textural features was found 
to be inconsistent across the imaging modalities. These features performed 
well as long as they were able to correlate with the disease, but delivered 
sub-optimal performance in instances when there was an overlapping 
of anatomical sites and images having complex appearances [25]. Feature 
descriptors such as bag-of-words (BOW) were also used in discriminating 
normal from pathological chest radiographs [26]. The method involves repre-
senting an image using a bag of visual words, constructed from a vocabulary 
of features extracted by local/global feature descriptors. A majority of CADx 
studies used handcrafted features that demand expertise in analyzing the 
images and account for variability in the morphology and texture of the ROI. 
On the other hand, deep learning (DL) models learn hierarchical layer-wise 
representation to model data at more and more abstract representations. 
These models are also known as hierarchical ML models that use a cascade 
of layers of non-linear processing units for end-to-end feature extraction 
and classification [27]. Convolutional neural networks (CNN), a class of DL 
models, have gained immense research prominence in tasks related to image 
classification, detection, and localization, as they deliver promising results 
without the need for manual feature selection [28]. Unlike kernel-based algo-
rithms such as SVMs, DL models exhibit improved performance with an 
increasing number of training samples and computational resources [29].

Medical images contain visual representations of the interior of the body 
that aid in clinical analysis and medical intervention [30]. These images 
are specific to the internal structures of the body and have less in common 
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with natural images. Under these circumstances, a customized CNN, spe-
cifically trained on the underlying biomedical imagery, could learn “task-
specific” features to aid in improved accuracy. The parameters of a custom 
model could be optimized for improvement in performance. The learned 
features and salient network activations could be visualized to under-
stand the strategy the model adapts to learn these task-specific features 
[31]. However, the performance improvement of customized CNNs comes 
at the cost of huge amounts of labeled data, which are difficult to obtain, 
particularly in biomedical applications. Transfer Learning (TL) methods 
are commonly used to relieve issues with data inadequacy where DL mod-
els are pre-trained on large-scale datasets [32]. These pre-trained models 
could be used either as an initialization for visual recognition tasks or as 
feature extractors from the underlying data [33]. There are several pre-
trained CNNs available, including AlexNet [34], VGGNet [35], GoogLeNet 
[36], ResNet [37], etc., which transfer knowledge gained from learning a 
comprehensive feature set from the large-scale datasets to the underlying 
task and serve as feature extractors in an extensive range of visual recogni-
tion applications, outperforming the handcrafted features [38]. Study of the 
literature reveals the use of pre-trained CNNs in detecting pleural effusion 
and cardiomegaly in chest radiographs [39]. The performance of the pre-
trained models was compared to that of the classifiers operated on hand-
crafted features, including LBP [40], GIST [41], and PiCo descriptors [42]. It 
was observed that the combination of pre-trained CNN and PiCo features 
gave the best performance with an AUC of 0.89 and 0.93 for cardiomeg-
aly and right pleural effusion respectively. The first application of CNNs 
to TB detection was proposed by Hwang et al. [43], who customized the 
architecture of AlexNet and trained on a private CXR dataset. The results 
obtained with random weight initializations were not promising; however, 
the model performed better, with an accuracy of 0.77 and an AUC of 0.82, 
when trained with pre-trained weights. The authors also evaluated the per-
formance with publicly available Montgomery and Shenzhen datasets [20] 
to obtain an accuracy of 0.674 and 0.837, respectively. The application of 
CNN toward TB detection was demonstrated in another study that used a 
custom CNN model, a variant of the AlexNet framework, trained on a pri-
vate CXR dataset of approximately 10,000 images [43]. The study achieved 
unsatisfactory results with the custom model with random weight initial-
izations. However, with pre-trained CNNs, better results were obtained 
on the Montgomery and Shenzhen CXR datasets, achieving AUC of 0.884 
and 0.926 respectively. In another study, the authors assessed the accuracy 
and stability in findings of DL models toward detecting abnormalities on 
frontal CXRs. The de-identified radiographs were processed with the Qure 
AI tool [44]. The scores were generated, recorded, and compared with the 
standard of reference (SOR) established with expert radiologists’ assess-
ment toward detecting hilar prominence, pulmonary opacity, pleural effu-
sion, and enlarged cardiac silhouette. It was observed that the value of 
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AUC ranged between 0.837–0.929 and 0.693–0.923 for DL and test radiolo-
gists, respectively. DL models had the lowest AUC of 0.758 toward assess-
ing changes in pulmonary opacities. No statistical difference was observed 
between DL and SOR for these abnormalities. In a recent study, pre-trained 
CNNs were used as feature extractors for TB detection [45]. The study pres-
ents three different proposals for applying the pre-trained CNNs to extract 
features from the CXRs toward improving the accuracy of TB detection. 
The study used publicly available CXR datasets [20] and demonstrated 
superior performance to state-of-the-art methods.

The pioneering work on ensemble learning (EL) proved that multiple, 
diverse, and accurate base-learners could asymptotically build a strong-
learner [46]. The generation of model ensembles could be categorized into 
homogeneous and heterogeneous methods. In the homogeneous method, 
base-learners use the same learning algorithm with different settings for 
training data and learning parameters. Some examples include the Bagging 
[47] and Boosting methods [48]. Heterogeneous methods generate base-
learners with diverse learning algorithms. Different fusing strategies are 
used to combine the decision made by the base-learners. Majority voting [49] 
is a commonly used fusing method in which base-learners vote for a specific 
class and the predicted class collects the majority of votes. Simple average 
and weighted average methods [50] are also used. Stacking, otherwise called 
stacked generalization, is an optimal fusing technique that highlights each 
base-learner when it performs best and discredits it when it delivers sub-
optimal performances [51]. Figure 1.2 gives a pictorial representation of this 
concept. This method introduces the concept of a second-level meta-learner 
that optimizes the combination of individual base-learners. 

FIGURE 1.2
The concept of stacking.
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Base-learners are diverse. They make different errors in the data and are 
accurate in different regions of the feature space. Individual base-learners 
are represented by C = {C1, C2, …, Cn} where “n” is the number of base-
learners. The meta-learner g () learns how the individual base-learners 
make errors, and estimates and corrects their biases. Since both DL and EL 
have their inherent advantages in constructing non-linear decision-making 
functions, the combination of the two could efficiently handle tasks related 
to analyzing and understanding the underlying data. However, the litera-
ture is sparse in the use of ensemble models for TB detection. In the only 
study performed by Lakhani and Sundaram [52], the authors evaluated the 
efficacy of an ensemble of deep CNNs toward TB detection in chest radio-
graphs. The study used publicly available CXR datasets, pre-trained, and 
untrained CNNs and performed ensembles on the best-performing models 
It revealed that the ensemble of pre-trained CNNs along with data aug-
mentation performed better with a sensitivity of 97.3% in comparison to 
other models.

This study aims to evaluate the performance of a stacked model ensemble 
that optimally combines the predictions using handcrafted feature descrip-
tors and customized and pre-trained CNNs, and presents four different pro-
posals toward improving the accuracy of TB detection from PA CXR images. 
In the first proposal, we use local and global feature descriptors including 
GIST, HOG, and SURF to extract the features from chest radiographs. The 
extracted features are used to train an SVM classifier to classify the normal 
and abnormal CXRs. In the second proposal, we evaluate the performance of 
a customized CNN-based DL model that learns task-specific features toward 
classifying TB-positive and healthy controls. The proposed model is opti-
mized for its architecture and hyper-parameters by performing Bayesian 
optimization in the process of minimizing the classification error. In the 
third proposal, we use four different pre-trained CNN models to extract fea-
tures from the chest radiographs, and an SVM classifier is trained on these 
features to detect TB manifestations. In the fourth and final proposal, we 
perform a stacked ensemble of models from different proposals to evalu-
ate their performance on disease detection. The contributions of this work 
are as follows: (a) comparative analysis of the performance of local/global 
feature descriptors including GIST, HOG, and SURF toward classifying 
TB-positive and healthy chest radiographs, (b) proposing customized CNN-
based DL models, optimized for their architecture and hyper-parameters 
toward learning task-specific features, (c) visualizing the learned features 
and salient network activations in the customized model to understand 
the learning dynamics, (d) comparing the performance of pre-trained DL 
models as feature extractors for the underlying task, and (e) evaluating the 
performance of stacked model ensembles toward the task of improving the 
accuracy of TB detection. This chapter is organized as follows: Section 1.2 
elaborates on the materials and methods, Section 1.3 discusses the results, 
and Section 1.4 concludes the chapter.
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1.2  Materials and Methods

1.2.1  Data Collection and Preprocessing

This study is evaluated on four CXR datasets that include the two publicly 
available datasets from Montgomery County, Maryland, and Shenzhen, 
China, maintained by the National Library of Medicine (NLM) [20]. The CXRs 
in the Montgomery collection have pixel resolutions of either 4892 × 4020 or 
4020 × 4892. The CXRs in the Shenzhen collection have resolutions of approxi-
mately 3000 × 3000 pixels. The Montgomery collection has 58 TB-positive cases 
and 80 healthy controls. The Shenzhen dataset has a total of 662 CXRs, which 
include 336 TB-positive CXRs and 326 healthy controls. Ground truth infor-
mation for these datasets is available in the form of clinical findings, roughly 
annotating the abnormal locations in the CXR images. The acquisition and 
sharing of these datasets are exempted from National Institutes of Health 
(NIH) IRB review (#5357). The third dataset is from India, acquired by the 
National Institute of Tuberculosis and Respiratory Diseases, New Delhi, and 
made available by the authors [21]. This dataset contains two subsets of CXR 
collections from different X-ray machines and a balanced distribution of CXR 
images for TB-positive and normal cases. The CXRs in the India collection 
have resolutions ranging from 1024 × 1024 to 2480 × 2480 pixels. GT labels are 
available as global annotations for the normal and abnormal classes. TB mani-
festations in this dataset are obvious and distributed throughout the lungs. 
The fourth dataset is a private collection of CXRs obtained from Kenya under 
a retrospective study agreement with Moi Teaching and Referral Hospital, 
Eldoret, Kenya and with the assistance of Indiana University School of 
Medicine and Academic Model Providing Access to Healthcare (AMPATH), a 
Kenyan NGO. This dataset contains 238 abnormal CXRs and 729 healthy con-
trols. Disease labels are made available as lung zone-based clinical findings 
from expert radiologists. The CXRs in the Kenya collection have resolutions of 
either 2004 × 2432 or 1932 × 2348 pixels.

The datasets include PA CXRs that contain regions other than the lungs 
which are irrelevant for lung TB detection. To alleviate issues due to models 
learning features that are irrelevant to detecting lung TB and demonstrate 
sub-optimal performance, the lung region constituting the ROI is segmented 
by a method that uses anatomical atlases with non-rigid registration [24]. 
This segmentation method follows a content-based image retrieval approach 
to identify the training examples that bear resemblance to the patient CXR 
by using Bhattacharyya similarity measure and partial Radon transform. 
The patient-specific anatomical lung shape model is created using SIFT-flow 
[53] for registering the training masks for the patient CXRs. The refined lung 
boundaries are extracted using graph-cut optimization and customized 
energy function [54]. An instance of a CXR with the detected lung region 
and cropped lung area using the proposed method is shown in Figure 1.3.
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After lung segmentation, the resulting image is cropped to the size of a 
bounding box that contains all the lung pixels. The resultant images are 
enhanced for contrast by applying contrast limited adaptive histogram 
equalization (CLAHE).

1.2.2  Proposal 1—Feature Extraction Using Local/Global 
Feature Descriptors and Classification Using SVM

In the first proposal (P1), we evaluated the performance of global descriptors 
including GIST and HOG and local descriptors including SURF toward iden-
tifying TB manifestations. Since pre-trained CNNs demand down-sampling 
of the underlying data to fit the specific requirements of the input layer, a lot 
of potentially viable information pertaining to the signs of TB infection may 
be lost. The best way to overcome this issue is to use the local/global feature 
descriptors to extract discriminative information from the entire CXR image 
without the need for rigorous down-sampling. The GIST feature descriptor 
summarizes the information pertaining to the gradients, orientations, and 
scales for different regions of a given image to provide a robust description of 
the image. The process results in image filtering into low-level features includ-
ing intensity, color, motion, and orientation at multiple scales in space. GIST 
captures these features toward identifying the salient image locations that sig-
nificantly differ from those of the neighbors. Given an input image, the GIST 
descriptor convolves the image with 32 Gabor filters [55] at four different scales 
and eight different orientations, producing a total of 32 feature maps with the 
same size as that of the input image. The process results in the computation of 
the direction of low- and high-frequency repetitive gradients for a given image. 
Each of these feature maps is then divided into 16 regions with a 4 × 4 square 
grid and the feature values are averaged within each sub-region. The averaged 
values from the 16 sub-regions are concatenated for the 32 different feature 
maps, resulting in a total of 512 GIST descriptors for a given image. Across the 
datasets, eight orientations per scale and four blocks are used in this study.

FIGURE 1.3
Lung ROI segmentation: (a) CXR, (b) computed lung mask, (c) Segmented ROI.
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HOG feature descriptors were introduced by Dalal and Triggs [56], and 
are used in computer vision applications for object-detection tasks for the 
purpose of counting the gradient orientation occurrences in localized image 
regions. HOG measures the first-order image gradient pooled in overlap-
ping orientation bins, and gives a compressed and encoded version of an 
image. It counts the occurrences of different gradient orientations and main-
tains geometric invariance and photometric transformations. The process 
involves computing the gradients, creating cell histograms, and generating 
and normalizing the descriptor blocks. Given an image, HOG computes the 
gradient orientations and plots the histogram of these orientations, giving 
the probability of the existence of a given gradient with a specific orienta-
tion in a given path. The features are extracted over small blocks in a repeti-
tive fashion to preserve information pertaining to the local structures and 
the block-wise features are finally concatenated into a feature vector. HOG 
descriptors are computed on a dense grid of uniformly spaced cells and use 
overlapping local contrast normalization to aid in improved accuracy. An 
increase in the cell size helps to capture spatial information on a large scale. 
A block comprises a number of cells, and a reduced block size helps to cap-
ture the significance of local pixels and suppress changes in illumination. 
In this proposal, the number of cells overlapping between adjacent blocks is 
chosen to be half the block size to ensure adequate normalization of contrast. 
The cell size is varied and the results are visualized across the datasets to 
observe the degree of variation in the amount of shape information encoded 
in the feature vector. We also visualized the effect of a reduced block size 
in the process of capturing the significance of local pixels and suppressing 
changes due to illumination variations. We empirically evaluated the values 
for the cell size parameter, number of bins, and block size that gave the best 
accuracy and set them to [32 32], 9, and [2 2] respectively.

BOW is a technique adapted from the world of information retrieval to 
computer vision applications. Contrary to text, images do not contain words. 
So, this method creates a bag of features extracted from the images across the 
classes, using a custom feature descriptor, and constructs a visual vocabu-
lary. In this study, speeded-up robust features (SURF) are used as feature 
descriptors that detect interesting key points in a given image by using an 
integer approximation of the determinant of a blob detector based on the 
Hessian matrix [57]. The feature point locations across the CXR images are 
selected through a grid method and SURF are extracted from the selected 
locations. A grid step is chosen and the features are extracted from the CXR 
images across the normal and TB-positive categories. The number of fea-
tures across the image categories is balanced to improve clustering. A visual 
vocabulary is created by reducing the dimension of the features through 
feature space quantization, using K-means clustering. Images are encoded 
into feature vectors and the encoded training samples across the image cat-
egories are fed into the SVM classifier to be classified into TB-positive and 
normal categories. An [8 8] grid step and 500 clusters are used in this study 
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across the datasets. For this proposal, we performed a nested cross-valida-
tion. In the outer loop, we performed five-fold cross-validation for all the 
datasets. In the inner loop, we performed Bayesian optimization [58] to mini-
mize classification error by varying the parameters for the SVM classifier 
which includes the box constraint, kernel scale, kernel function, and order 
of the polynomial. The chosen ranges include [1e-3 1e3], [1e-3 1e3], and [2 4] 
for box constraint, kernel scale, and order of the polynomial respectively. 
For the kernel function, the optimization process searched among linear, 
Gaussian, RBF, and polynomial kernels. Figure 1.4 shows the steps involved 
in this proposal.

1.2.3  Proposal 2—Feature Extraction and 
Classification Using a Customized CNN

In the second proposal (P2), we evaluated customized CNN models toward 
the task of TB detection. As stated earlier, we were interested in optimizing a 
customized model to learn task-specific features. Train/validation splits are 
randomized (70/30). Images are down-sampled to 224 × 224 pixel resolutions 
and training samples are augmented with horizontal and vertical transla-
tions in the range of [–5 5] pixels and rotations in the range of degrees [–10 
10], toward preventing model overfitting. We made sure to augment only the 
training data to suit the deployment scenario where abrupt mirroring, flip-
ping, and a huge degree of rotations are not viable. Figure 1.5 shows the steps 
involved in this proposal. We applied Bayesian optimization [58] to find the 
optimal network parameters and training options for the custom CNNs 
trained on different datasets. Bayesian optimization is applied to optimize 

FIGURE 1.4
Steps involved in Proposal 1.

FIGURE 1.5
Steps involved in Proposal 2.
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non-differentiable, discontinuous functions by maintaining a Gaussian pro-
cess model of the objective function to be minimized and to perform objec-
tive function evaluations for training to find the optimal model parameters 
for the underlying data.

The framework for the customized CNN is specified. Each CNN block has 
a convolutional layer, followed by batch normalization [59], and Rectified 
Linear Units (ReLU) layer [34]. Padding is added to the convolutional lay-
ers to ensure that the spatial output dimensions match the original input. 
The number of filters is increased by a factor of two, and every time a max-
pooling layer is used to ensure the amount of computation roughly remains 
the same across the convolutional layers. A filter size of 3 × 3 is used uni-
formly across the layers. The number of filters in a given layer is chosen to 
be 1 network depth so that the customized CNNs with different network 
depths have roughly the same number of parameters and demand the same 
computational cost per iteration. The initial number of filters in each con-

volutional layer is chosen to be round imagesize network depth( )( ). The 
variables to be optimized are chosen and search ranges are specified. These 
ranges include [1 3], [1e–3 5e–2], [0.8 0.99], and [1e–10 1e–2] for the network 
depth, learning rate, stochastic gradient descent (SGD) momentum, and 
L2-regularization parameters respectively. An objective function for the 
Bayesian optimization process that takes, as its inputs, the values of the opti-
mization variables, is used for training the customized CNN across different 
datasets, and a classification error is returned. Bayesian-optimized param-
eters for the least classification error are recorded.

1.2.4  Proposal 3—Feature Extraction Using Pre-Trained CNNs  
and Classification Using SVM

In the third proposal (P3), we evaluated the performance of pre-trained 
CNNs as feature extractors toward classifying TB-positive and healthy CXR 
images. Figure 1.6 shows the steps involved in this proposal. We evaluated 
state-of-the-art CNN models including AlexNet, VGG-16, GoogLeNet, and 
ResNet-50. The segmented ROI constituting the lungs are down-sampled 
to match the input dimensions of the pre-trained models. Each layer of the 

FIGURE 1.6
Steps involved in Proposal 3.
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pre-trained CNNs produces an activation for the given image. Earlier layers 
capture primitive features that include blobs, edges, and colors which are 
abstracted by the deeper layers to form higher-level features to present a 
more affluent image representation. These features are extracted from the 
layer before the classification layer [33] and used to train an SVM classifier. 
Figure 1.6 shows the steps involved in this proposal. As in P1, we performed 
a nested cross-validation. In the inner loop, we performed Bayesian optimi-
zation to minimize the cross-validation error by varying the SVM param-
eters. The chosen ranges include [1e v–3 1e3], [1e–3 1e3], and [2 4] for box 
constraint, kernel scale, and order of the polynomial respectively. For the 
kernel function, the optimization process searched among linear, Gaussian, 
RBF, and polynomial kernels.

1.2.5  Proposal 4—Constructing Stacked Model Ensembles

Literature reveals the usage of local/global feature descriptors, and custom-
ized and pre-trained CNNs in classifying medical images. However, there 
are no state-of-the-art methods available that evaluate the performance of a 
stacked generalization of these approaches toward TB detection. It has been 
shown that, in general, a classifier’s performance could be improved using 
a stacked model ensemble that combines multiple, diverse base-learners 
which make independent errors via a meta-learner [51]. These base-learners 
use different learning algorithms to overfit different regions in the feature 
space; thus, the stacked ensemble is often heterogeneous. In the fourth and 
final proposal (P4), we created a stacked generalization of models from dif-
ferent proposals to find an optimal stacked ensemble model that improved 
the accuracy of TB detection. Stacked ensembles are created for the models 
in P1 (E [P1]), P1 and P2 (E [P1, P2]), P1 and P3 (E [P1, P3]), P2 and P3 (E [P2, 
P3]), and P1, P2, and P3 (E [P1, P2, P3]). Figure 1.7 shows the steps involved 
in this proposal.

Figure 1.8 shows the schematic of the stacked ensemble of models from 
different proposals. Stacked model ensembles are implemented with the 
best parameter values for the models from different proposals and evalu-
ated through five-fold cross-validation. The model ensembles consist of 
two levels. At the first level (Level–0), models from different proposals 

FIGURE 1.7
Steps involved in Proposal 4.
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constitute diverse, individual base-learners. Let M denote the number of 
rows in the training data and N denote the number of base-learners. An 
M × N matrix, along with the original responses for the training samples, 
constitutes Level–0 predictions. The meta-learner is trained on the predic-
tions of the base-leaners. The meta-learner is a logistic regression classifier 
that estimates the probability for a binary response. The stacked ensemble 
of base-learners and meta-learner is used to predict on the test data. In this 
study, we used a Windows® system with Intel® Xeon® CPU E5-2640v3 2.60-
GHz processor, 1 TB of Hard Disk space, 16 GB RAM, a CUDA-enabled 
Nvidia® GTX 1080 Ti 11GB graphical processing unit (GPU), Matlab® 
R2017b, Weka® 3 ML software, and CUDA 8.0/cuDNN 5.1 dependencies for 
GPU acceleration.

1.3  Results and Discussion

In P1, we used global descriptors including GIST and HOG, and local 
descriptors including SURF, toward identifying TB manifestations. The 
images are down-sampled to 3072 × 3072, 4096 × 4096, 2048 × 2048, and 
1024 × 1024 pixel resolutions for Shenzhen, Montgomery, Kenya, and India 
collections respectively. Table 1.1 shows the results obtained with differ-
ent feature descriptors in terms of accuracy and AUC. For the Shenzhen 
dataset, the best results are obtained with the GIST features and SVM/RBF, 
with an accuracy of 0.845 and AUC of 0.921. For the Montgomery dataset, 
the BOW model using SURF and SVM/RBF demonstrated superior perfor-
mance with an accuracy of 0.775 and AUC of 0.845. For the Kenya dataset, 
HOG features and SVM/Gaussian showed better performance in terms of 
accuracy, but the GIST features and RBF kernel-based SVM classifier gave 
the best AUC of 0.748. For the India dataset, GIST features and SVM/RBF 
demonstrated superior performance with an accuracy of 0.882 and AUC 
of 0.961. We could observe that no feature descriptor performed equally 
well on the underlying data. The chest radiographic images across the 

TABLE 1.1

P1— GIST, HOG, and SURF-Based Feature Extraction and SVM-Based Classification

Datasets

Accuracy AUC

HOG GIST SURF HOG GIST SURF

Shenzhen 0.841 0.845 0.816 0.917 0.921 0.890
Montgomery 0.708 0.750 0.775 0.772 0.817 0.845
Kenya 0.683 0.667 0.672 0.741 0.748 0.747
India 0.880 0.882 0.864 0.947 0.961 0.938
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datasets are collected with different machinery and at different pixel reso-
lutions. The local/global feature descriptors are rule-based feature extrac-
tion mechanisms that are built and optimized to improve performance on 
individual datasets. For this reason, they don’t perform equally well across 
the datasets. It can be noted here that the results obtained with the India 
dataset are superior to those obtained with the other datasets. A similar 
pattern is observed in the result tables for different proposals. A note-
worthy factor with the India dataset is that though the dataset is limited, 
TB manifestations are obvious and are distributed throughout the lungs, 
which gives the feature descriptors the opportunity to capture highly 
discriminative features across normal and abnormal categories. The low-
est performance is observed with the Kenya dataset, the principal reason 
being that the dataset has a highly imbalanced distribution of instances 
across the classes, with 238 abnormal CXRs in comparison to 729 healthy 
controls. The patients were all HIV+ with a low immune response. For this 
reason, the expression of the disease, even in severe cases, is significantly 
weaker than with ordinary TB. Also, the CXRs are obtained as a result of 
mobile truck-based screening, the images are cassette-based, and hence 
the image resolution is not commendable even after CLAHE enhancement, 
which further impaired the performance of feature extraction and clas-
sification. With the Montgomery dataset, performance limitation may be 
attributed to the limited size of the dataset and also to the degree of imbal-
ance across the classes, where 40% of the samples are TB-positive as com-
pared to 60% of the healthy controls.

In P2, we evaluated a customized CNN model for each dataset, opti-
mized to learn task-specific features toward the task of TB detection. The 
images are down-sampled to 224 × 224 pixel resolution. The architecture of 
the optimized customized CNN models is shown in Figure 1.9. We applied 
Bayesian optimization to find the optimal network parameters and train-
ing options for the customized models. Table 1.2 shows the optimal values 
for the parameters learned by the customized CNN for the different datas-
ets. Table 1.3 presents the performance measures of the customized CNNs 
across the datasets. The performance of the customized CNN, with respect 
to the India dataset, is superior to that with the other datasets, obtaining an 
accuracy of 0.860 and AUC of 0.937. The custom model showed the least per-
formance with the Kenya dataset for the reasons already discussed. Also, 
the customized CNN is not able to completely reap the benefits of task-spe-
cific learning and classification due to data scarcity. The training samples 
are augmented only to resolve overfitting concerns, but this did not improve 
the validation accuracy.

We visualized the task-specific features and salient network activations 
in the optimized CNN model towards understanding the learning dynam-
ics. For instance, we took the optimized CNN model for the India dataset 
and visualized the features in the second, fourth, sixth, and ninth convolu-
tional layers, as shown in Figure 1.10 (a)–(g). The convolutional layers outputs 
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multiple channels, each corresponding to a filter applied to the input layer. The 
fully connected layer abstracts the features from the earlier layers and outputs 
channels corresponding to the image categories. The second convolutional 
layer appears to learn mostly colors and edges, indicating that the channels 

TABLE 1.2

Optimal Parameters for the Customized CNN Model

Datasets

Parameters Performance

Momentum
Learning 

Rate L2-Decay
Network 

Depth Accuracy AUC

Shenzhen 0.841 3.615e-04 1.608e-10 3 0.820 0.894
Montgomery 0.841 9.353e-04 1.448e-08 9 0.750 0.817
Kenya 0.845 3.949e-04 2.058e-09 6 0.698 0.761
India 0.942 1.994e-04 3.600e-03 9 0.860 0.937

FIGURE 1.9
Optimized CNNs for different datasets: (a) Shenzhen, (b) Montgomery, (c) Kenya, (d) India.

TABLE 1.3

P2— Customized DL Model-Based 
Feature Extraction and Classification

Datasets Accuracy AUC

Shenzhen 0.820 0.894
Montgomery 0.750 0.817
Kenya 0.698 0.761
India 0.860 0.937
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are color filters and edge detectors. As we progressed to the fourth convolu-
tional layer, we observed that the customized CNN began to learn the edges 
and orientations. As we progressed to the sixth and ninth convolutional lay-
ers, we visualized task-specific features leading to the formation of shapes by 
abstracting the primitive features from the earlier layers. The fully connected 
layer towards the end of the model loosely resembled the abnormal and nor-
mal classes respectively. The model understands a decomposition of its visual 
input space as a hierarchical-modular network of filters and a probabilistic 
mapping between combinations of filters and a set of labels. This is not analo-
gous to “seeing,” as programmed in the visual cortices of humans. The exact 
nature of the convolutional filters, the hierarchy, and the process through 
which they learn have very little in common with the human visual corti-
ces, which are not convolutional and are structured into cortical columns 
whose purpose is yet to be fully explored. The visual perception of humans 
is sequential, active, and involves motor control; thus it is very different from 
that of the convolutional filters.

We also visualized the salient network activations to discover the learned fea-
tures by comparing the areas of activation against the original image. An abnor-
mal CXR is fed into the optimized CNN model and the activations of different 
layers are analyzed. The performance of the model is evaluated by investigating 
the activation of the channels on a set of input images. The resulting activations 
are compared with that of the original image, as shown in Figure 1.11 (a)–(d). 
CNN learns to detect complicated features in deeper convolutional layers that 
build up their features by combining features from the earlier layers. Thus, 
the channels of the deepest convolutional layer in the model are analyzed to 

FIGURE 1.10
Visualizing features. From left to right: (a) abnormal CXR, (b) normal CXR, (c) second convolu-
tion layer, (d) fourth convolution layer, (e) sixth convolution layer, (f) ninth convolution layer, 
(g) fully connected layer.
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observe the areas activating on the image and compared to the corresponding 
areas in the original image. The channel showing the highest activation for 
the abnormal locations in the input images is investigated. All activations are 
scaled to the range [0, 1]. When the activations are strongly positive, they are 
observed as white pixels, and when strongly negative, by black pixels. When 
the activations are not strong enough, they are observed as gray pixels. The 
position of a pixel in the channel activation corresponds to that in the original 
image. The channels show both positive and negative activations. However, 
only positive activations are investigated because of the ReLU non-linearity 
following the convolutional layers. The activations of the ReLU layer show the 
location of abnormalities. CXRs showing bilateral pulmonary TB and normal 
lung are input to the model, and the saliency maps and the grayscale image 
showing the network channel activations are extracted. A pseudo-color image 
is generated to get a clearer and more appealing representation from the per-
ceptual aspect by using the “jet” colormap, so that the activations higher than 
a given threshold appear bright red, with discrete color transitions in between. 
The threshold is selected to match the range of activations and achieve the 
best visualization effect. The resulting heat maps are overlaid onto the original 
image, and the black pixels in the heat maps are made fully transparent. It is 
observed from the heat maps that the customized model precisely activated 
the location of abnormalities and showed no activation for the normal lung 

FIGURE 1.11
Visualizing the highest channel activations in the deepest convolutional layer: (a) CXR showing 
bilateral pulmonary TB, (b) activations/heat maps, (c) normal lung, (d) activations/heat maps.
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image. This implies that the customized model learns task-specific features 
and localizes the abnormalities precisely to help distinguish between normal 
and abnormal classes.

Table 1.4 presents the results of P3 using pre-trained CNNs for feature 
extraction and SVM/RBF-based classification. Images are down-sampled to 
224 × 224 and 227 × 227 pixel resolutions to suit the input requirements for 
the different pre-trained CNNs, across all the datasets. For the Shenzhen 
dataset, AlexNet obtained the best accuracy of 0.859 and AUC of 0.924. The 
same pattern is observed across Montgomery, Kenya, and India datasets. 
For the Montgomery dataset, AlexNet obtained the best accuracy of 0.725 
and AUC of 0.817. For the India dataset, AlexNet outperformed the other 
pre-trained CNNs with an accuracy of 0.872 and AUC of 0.950. Only for the 
Kenya dataset did we observe that the AUC of VGG-16 is slightly better than 
that of AlexNet; however, the accuracy of AlexNet was higher than that of 
the other pre-trained CNNs. It can be noted that the results obtained with 
the India dataset are superior to the results obtained with the other datasets 
for the reasons discussed earlier. Among the pre-trained CNNs evaluated 
in this study, AlexNet outperformed the other models across the datasets. 
The deeper layers of ResNet-50 and GoogLeNet are progressively more com-
plex, specific to the ImageNet dataset, and not suitable for the underlying 
task of binary medical image classification. For large-scale datasets such as 
ImageNet, deeper networks outperform shallow counterparts for the reason 
that the data is diverse and the networks learn abstractions for a huge selec-
tion of classes. In our case, for the binary task of TB detection, the variability 
in data is several orders of magnitude smaller and deeper networks do not 
seem to be a fitting tool. Also, literature studies reveal that convolutional fea-
tures from shallow networks lead to higher accuracy than do the features of 
the deeper networks. Shallow models such as AlexNet provided high accu-
racy in the detection task [60]. Also, the top layers of pre-trained CNNs such 
as GoogLeNet and ResNet-50 are probably too specialized, progressively 
more complex, and not the best candidate to re-use for the task of our inter-
est. This explains the difference in performance in our case.

Table 1.5 shows the results of the final proposal using ensembles of models 
from different proposals. The results obtained are promising in comparison 

TABLE 1.4

P3—Pre-Trained CNNs-Based Feature Extraction and SVM-Based Classification

Accuracy AUC

Datasets AlexNet VGG-16 GoogLeNet ResNet-50 AlexNet VGG-16 GoogLeNet ResNet-50

Shenzhen 0.859 0.829 0.768 0.819 0.924 0.901 0.870 0.893

Montgomery 0.725 0.717 0.678 0.676 0.817 0.757 0.648 0.616

Kenya 0.693 0.691 0.674 0.678 0.776 0.777 0.750 0.753

India 0.872 0.812 0.796 0.812 0.950 0.892 0.888 0.902

Note: Bold numerical values indicate the performance measures of the best-performing model/s.
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to that obtained from the other proposals. The stacked ensemble of local/
global features (E[P1]) had similar accuracy values of 0.875 and 0.960 across 
the selection of ensembles for the Montgomery and India datasets. However, 
the ensemble of all the proposals (E[P1P2P3]) had the highest AUC of 0.986 
and 0.995 in comparison to other stacked ensembles for the Montgomery and 
India datasets. The results are superior to those obtained from the other indi-
vidual proposals. The same pattern is observed across all the datasets. One 
of the most significant requirements for the creation of stacked ensembles is 
that the base-learners be accurate and make diverse errors; i.e. the errors must 
have a low correlation [61]. Since we have a collection of models from different 
proposals, we benefit from the fact that their outputs are diverse and accurate, 
with less correlation in their errors, thus enhancing the performance of the 
ensembles. This is exactly what happened, as observed from the results.

Tables 1.6 and 1.7 compare the results obtained across the ensembles of 
different proposals presented in this study and literature on TB detection. 
The stacked ensemble results are, in almost all the cases, superior to those 
from different proposals. For this reason, the stacked ensemble of models 
from all the proposals (E[P1P2P3]) outperformed the other ensembles under 
study. In terms of accuracy, as shown in Table 1.6, the stacked ensemble of 
models from all the proposals (E[P1P2P3]) outperformed the state-of-the-art. 
The proposed ensemble demonstrated the highest accuracy of 0.960 for India, 
followed by 0.959 for the Shenzhen, 0.875 for the Montgomery, and 0.810 for 

TABLE 1.5

P4—Ensemble of Models from Different Proposals

Datasets

E[P1] E[P1P2] E[P1P3] E[P2P3] E[P1P2P3]

Accuracy AUC Accuracy AUC Accuracy AUC Accuracy AUC Accuracy AUC

Shenzhen 0.934 0.955 0.944 0.980 0.934 0.991 0.944 0.78 0.959 0.994

Montgomery 0.875 0.875 0.875 0.927 0.875 0.962 0.708 0.927 0.875 0.986

Kenya 0.733 0.825 0.784 0.826 0.776 0.826 0.767 0.765 0.810 0.829

India 0.960 0.960 0.940 0.958 0.960 0.965 0.940 0.974 0.960 0.995

Note: Bold numerical values indicate the performance measures of the best-performing model/s.

TABLE 1.6

Comparison with the Literature—Accuracy

Datasets

Literature Proposed Approaches

[5] [43] [45] [21] E[P1] E[P1P2] E[P1P3] E[P2P3] E[P1P2P3]

Shenzhen 0.840 0.837 0.847 − 0.934 0.944 0.934 0.944 0.959
Montgomery 0.783 0.674 0.826 − 0.875 0.875 0.875 0.708 0.875
Kenya − − − − 0.733 0.784 0.776 0.767 0.810
India − − − 0.943 0.960 0.94 0.960 0.940 0.960

Note: Bold numerical values indicate the performance measures of the best-performing ensemble/s. 



21Stacked Ensemble Model for TB Detection in Chest Radiographs 

the Kenya datasets. We could observe similar patterns with the AUC values 
as shown in Table 1.7, where (E[P1P2P3]) clearly demonstrated a high AUC 
value in comparison to the results discussed in the literature. The results for 
the India dataset are superior, with an AUC of 0.995, followed by 0.994 for 
the Shenzhen, 0.986 for the Montgomery, and 0.829 for the Kenya datasets. 
As observed from these result tables, (E [P1P2P3]) achieved superior results 
across all the datasets.

1.4  Conclusion and Future Work

We have discussed four different proposals for improving the performance 
of TB detection. In P1, we used local and global feature descriptors to extract 
discriminative features from the radiographic images. The extracted features 
are used to train an SVM classifier. In P2, we optimized the architecture and 
hyper-parameters of customized CNNs using Bayesian optimization toward 
learning task-specific features for the underlying data. The customized model 
is highly compact, and has fewer trainable parameters and less architectural 
flexibility. The learned features and salient network activations are visual-
ized to understand the learning dynamics. In P3, we used four different 
pre-trained CNNs to extract features from the datasets, and trained an SVM 
classifier on the extracted features. Under circumstances when the data avail-
ability is sparse, it is not recommended to fine-tune the pre-trained CNNs due 
to overfitting concerns. Literature studies [30] reveal that pre-trained CNNs 
could be used as a promising feature-extraction tool, especially for biomedi-
cal imagery. In P4, we performed a stacked ensemble of different proposals to 
find the optimal ensemble model that improved the accuracy of TB detection. 
Model stacking optimizes the combination of several diverse and accurate 
base-learners and reduces generalization errors. From our current studies, we 
believe that the stacked ensemble of diverse and accurate models using local/
global feature descriptors and customized and pre-trained CNN models could 

TABLE 1.7

Comparison with the Literature—AUC

Literature Proposed Approaches

Datasets [5] [43] [45] [21] E[P1] E[P1P2] E[P1P3] E[P2P3] E[P1P2P3]

Shenzhen 0.900 0.926 0.926 − 0.955 0.98 0.991 0.780 0.994
Montgomery 0.869 0.884 0.926 − 0.875 0.927 0.962 0.927 0.986
Kenya − − − − 0.825 0.826 0.826 0.765 0.829
India − − − 0.960 0.960 0.958 0.965 0.974 0.995

Note: Bold numerical values indicate the performance measures of the best-performing ensemble/s.
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be a promising option for improving the detection accuracy, particularly when 
the data are sparse. An appealing use case is to apply this method in applica-
tions with sparse data, particularly in biomedical imagery where the usage 
of only CNNs would lead to overfitting. The proposed ensemble could serve 
as triage, to minimize patient loss and reduce delays in resource-constrained 
settings; it could also be adapted to improving the accuracy of screening for 
other health-related applications. With regard to advancements in TB detec-
tion, recent works [62] demonstrate that the future demands large-scale bio-
medical datasets. The performance of the stacked ensemble could be highly 
promising with such a large collection of data.
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