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Abstract - There is growing interest in automatically classifying 
author’s sentiment expressed within citation sentences in 
scientific literature to provide effective tools for researchers who 
are seeking relevant previous work or approaches for a certain 
research purpose. We propose an automated method of 
determining whether a given citation sentence contains an 
author’s subjective opinion (positive or negative) or objective 
factual information, as the first step to analyze and identify the 
citing author’s sentiments toward the cited external sources. Our 
method uses a support vector machine (SVM)-based text 
categorization technique to identify the subjective citations 
specifically toward Comment-on (CON) articles. CON, a 
MEDLINE® citation field, indicates previously published articles 
commented on by authors of a given article expressing possibly 
complimentary or contradictory opinions. We introduce a bag of 
unigrams based on selective word statistics, which is derived from 
a text region of interest within a sentence containing a description 
of author’s reason of citation and lexical linguistic cues to build 
an input feature vector for the SVM classifier. Experiments 
conducted on a set of CON sentences collected from 414 different 
online biomedical journal titles show that the SVM classifier 
yields a comparable result for the proposed a bag of unigrams 
input feature selectively extracted from a text of interest, 
compared to another bag of unigrams from the entire sentence. 
Moreover, we achieve a significant performance boost of the SVM 
with an input feature vector combining two types of statistical bag 
of unigrams and sentiment word lexicon.

Keywords: Subjectivity classification, selective word statistics,
Comment-on, support vector machine, MEDLINE

1 Introduction
MEDLINE® is the U.S. National Library of Medicine 

(NLM)’s premier online bibliographic database containing 
more than 26 million citations (including abstracts) from over 
5,600 selected biomedical journals published in the United 
States and in other countries. Since the volume of biomedical 
literature is continually and rapidly growing, the number of 
journals indexed and the number of citations produced by NLM 
are also increasing dramatically; 130 journal titles are added 
each year on average, and nearly 806,000 citations were added 
to MEDLINE in 2015.

Users can access MEDLINE freely through NLM’s 
PubMed [1], and open full-text articles through PubMed 
Central (PMC) [2]. These sites provide two conventional ways 
of navigating the enormous MEDLINE database to let users get 
the correct information: keyword-based searching and tracking 

citation links between an article and the external sources listed 
in the reference section. Researchers may typically use these 
two methods in combination; first they may try to find 
representative articles of interest through keyword-based 
searching and then may collect related works by tracking external
sources using citation links provided by PubMed (or PMC).

However, retrieving relevant articles or correct citation 
information from MEDLINE using these current methods could 
often be time-consuming. PubMed presents users with too 
many candidates, especially when a search query consists of 
just a few keywords, or commonly-used or non-specific ones. 
In addition, PubMed does not provide any further information 
about the relationship between the articles connected by a 
citation link. Therefore, researchers need to carefully read the 
text surrounding each citation tag in the body text of a given 
article to understand the author’s purpose or reason for the 
citation, thereby purposefully navigating to particular articles 
or work whose methods and results are in some way related to 
the given article.

In order to improve the efficiency of searching, other highly 
popular and successful web-based scientific literature searching 
tools such as Google Scholar and CiteSeer [3] provide not only 
the aforementioned conventional searching methods, but also a 
citation count indicating how often a given article is cited by 
other articles.  Thus, users could quite easily search and find 
works having a high impact or contribution on a certain 
research topic. However, like PubMed, these search tools also 
do not provide the author’s reason for citing a particular article 
or other source. 

Scientific papers generally include citations to external 
sources such as journal articles, books, or Web links to refer to 
works that are related in an important way to the research. The 
reason for the citation appears within the sentences surrounding 
the citation tag in the body text, and often reflects the author’s 
subjective opinions or sentiments as supportive, contrastive, 
corrective, etc. toward the cited works. This could be an 
important clue for researchers seeking relevant previous work 
or approaches for a certain research purpose. In this paper, we 
present a machine learning-based classification method for 
distinguishing subjective (positive or negative) citation 
sentences from objective (factual) ones in the body text of a 
given online biomedical article as the first step to analyze the 
citing author’s sentiments toward the cited external sources. 

A support vector machine (SVM) with a radial basis kernel 
function (RBF) is employed as our classifier. Input feature 
vectors for the SVM are created based on word-level statistics 
selectively calculated from a region of interest within a 
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sentence that is found to have an actual expression of an 
author’s opinion or sentiment. A lexical linguistic cue is also 
introduced for further improvement of the classification 
performance. We evaluated the performance of the SVM 
classifier in terms of accuracy, precision, recall, and F-measure 
rates for classifying the citation sentences containing an 
author’s subjective opinions, specifically toward Comment-on 
(CON) articles. CON is a MEDLINE citation field that 
indicates a list of previously published articles commented on 
by authors of a given article in a complimentary, or sometimes 
contradictory, manner. We refer to such “Commented on” 
articles as CON articles, and the papers in which such opinions 
are expressed as “Comment-in” (CIN) articles.   

2 Subjectivity/Sentiment analysis
Sentiment analysis is an active research topic in the field of 

information retrieval (IR) and natural language processing 
(NLP), and mainly deals with opinions in documents or 
sentences which imply positive or negative sentiment [4]. 
Especially, there is a rapidly growing interest in automatically 
classifying author’s sentiments expressed within citation 
sentences in scientific literature to provide effective tools for 
researchers who are seeking relevant previous works or 
approaches for a certain research purpose. Owing to a wide 
range of linguistic expressions and writing styles, identifying 
the citing author’s sentiments toward the cited external sources 
expressed within citation sentences is still challenging.

Generally, automated classification of the author’s 
sentiments in citation sentences can be considered a three-class 
classification problem, and would be solved through two 
separate and sequential classification tasks. The first task is to 
determine whether a given citation sentence contains an 
author’s subjective sentiment (positive or negative) or not 
(objective).  This task is usually called “subjectivity 
classification” [5]. The latter task is then to identify the polarity 
of sentiments expressed in those subjective citation sentences.

Approaches in most previous works on such subjectivity or 
sentiment classification can be divided into two categories: 1) 
Machine learning-based methods such as convolutional neural 
network (CNN) and SVM [6] [7], and 2) rule-based methods 
using sentiment lexicon [8]. The resulting analysis schemes 
have now begun to be employed in other areas, such as citation-
based text summarization [9], bibliometrics [10], and social 
media monitoring [11].

3 Comment-on sentences
CIN and CON articles are indicated in MEDLINE fields as 

“Comment in” and “Comment on”, respectively, and are linked 
together. As an example, Fig. 1(a) is the MEDLINE citation for 
an article (CIN) in which a “Commented on” article is cited. 
This CON information, shown enclosed in a dotted box, 
consists of the abbreviated journal title, publication year, 
volume and issue number, and pagination. Conversely, as 
shown in the dotted box in Fig. 1(b), the MEDLINE citation for 
this CON article cites the CIN article in which it is mentioned. 
Thus readers may get to either citation from the other.

(a)

(b)

Fig. 1. (a) “Comment on” and (b) “Comment in” citations in MEDLINE

In an article, a sentence associated with a citation tag (such 
as “(1)” or “[1]”) that points to the complete bibliographical 
description of the cited external source listed in the reference 
section is called a “citation sentence”. In this study, we also 
define a “CON sentence” as a citation sentence that specifically 
indicates a CON article. CON sentences are therefore a subset 
of citation sentences.

CIN articles are usually short papers such as commentaries, 
letters, editorials, or brief correspondences, written mainly for 
the purpose of supporting, refuting, or discussing other articles 
(CON); authors of a CIN article cite CON articles related to 
their research as primary external sources. Accordingly, a CON 
sentence is very likely to include evidence of the author’s 
sentiment (complimentary or contradictory), and a concise 
description of the methods or findings reported in the CON 
article. Based on such observation and analysis, we define three 
categories of citation sentiment: positive, negative, and neutral. 
Here, “neutral” represents the citing author’s objective 
description of the cited work (neither positive nor negative). 
Our aim in this study is to automatically classify CON 
sentences having positive or negative citation sentiment into the 
“Subjective” class and neutral CON sentences into the 
“Objective” class, respectively. Typical examples of CON 
sentences in each category of author’s citation sentiment are 
shown in Table 1.

Such CON sentences can be extracted through three 
preprocessing steps: 1) classification of an online biomedical 
paper as either a CIN (letter-like short paper) or a regular full-
length article, 2) detection and extraction of citation sentences 
from the body text of a given CIN article, and 3) identification 
of CON sentences from a set of citation sentences. We 
accomplished these preprocessing steps using machine-
learning based methods developed in our previous studies [12].
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Table 1. Examples of citation sentiments in CON sentence

Sentiments CON sentences

Positive

We congratulate Krinsley and Jones (1) (2) for their impressive improvement in patient survival, which was attributed to 
tight glucose regulation.

An ingenious method described by Yoon et al. (3) in this issue of PNAS now provides a powerful tool that can yield 
unprecedented information on membrane fusion at the single-vesicle level. 

Fleming et al [1] are to be commended for the excellent technical presentation of portal vein reconstruction using clear art 
work and intraoperative photographs.

Negative

The findings recently published by Schüz et al. (1), similar to all of the Interphone Study results published to date, have 
several serious problems.

We are gravely concerned that the conclusions reached by Bandak [1] may be invalid due to apparent numerical errors in 
his estimation of forces experienced in an infant neck during vigorous shaking.

We disagree with Luty et al's suggestion that burpenorphine should replace methadone. [1]

Neutral

In 2003 Bardiau et al. (1) described the process of implementation of a nurse-based Acute Pain Service (APS) in a general hospital.

In their Journal of Neuroscience article, Aziz-Zadeh et al. (2006) used functional magnetic resonance imaging to determine 
the extent to which the human mirror neuron system is lateralized.

In the article by Najarian et al, (1) the authors evaluated the age-adjusted risk of stroke and population-attributable risk 
associated with either metabolic syndrome or type 2 diabetes mellitus in a cohort of 2097 adult subjects.

4 Proposed method
In this paper, we propose an automated method for citation 

subjectivity classification using an SVM-based text 
categorization technique and input feature vectors based on 
word-level statistical and lexical linguistic cues. Here, we focus 
on CON sentences in CIN articles first, but the proposed 
classification scheme could be easily extended to identifying 
author’s subjective citations in other general online or offline 
biomedical articles.  

4.1 Segmentation of text region of interest  
Semantically, a CON citation sentence can be divided 

roughly into two parts: one for the citing author’s opinion 
toward the cited external source and the other for a concise 
description of the cited work, as can be seen from the examples 
in Table 3. The latter (as shown as bold text in Table 3) actually 
has few or no contributions in correctly classifying the citing 
author’s sentiment. Rather, it may cause the degradation of the 
classifier’s discrimination performance.

Semantic analysis to locate a text region of interest 
containing an actual expression of an author’s opinion or 

sentiment from a sentence is usually a complicated
preprocessing procedure that requires a deep understanding of 
the grammatical structure of the sentence. Thus, most 
subjectivity/sentiment classification studies extract input 
features simply from the entire sentence. In order to overcome 
the problem of understanding the grammatical sentence 
structure, we use the “Stanford typed dependencies 
representation” [13] that was designed to provide a simple 
description of the grammatical relationships between words in 
a sentence.

Basically, the Stanford dependencies (SD) are triplets: 
governor (or head), its dependent, and the name of their 
grammatical relation. As can be seen in Fig. 2, such word 
dependencies in a given sentence map straightforwardly onto a 
directed graph representation in which words in the sentence 
are nodes and grammatical relations are edge labels in the 
graph. The main verb of a sentence is usually considered the 
“root” node in the SD graph. Generally, the main verb in 
citation sentences is found to belong to the abovementioned text 
region of interest describing the citing author’s opinion. 

Table 2. Examples of CON sentence semantically divided into two parts

We have read with great interest the original article by Bartels et al. (2004) in which they showed that ventilation did not significantly affect 
spectral analysis of heart rate variability. 
Hooper's conclusions that omega 3 fats have no effect on total mortality, combined cardiovascular events, or cancer are somewhat 
misleading [1].
In this article, our French colleagues [1] have nicely demonstrated that there is no advantage to delaying surgical closure after pharmacologic 
failure in premature infants in whom the PDA is documented to be hemodynamically significant.
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Based on this observation, our idea is to first analyze such 
grammatical relationship between words in a given sentence, 
and then to select words that are directly connected (“primary 
connection”) to the “root” word. We also keep track of their 
dependent (“secondary connection”) adjective/adverb words. 
As an example, in Fig. 2, the SD representation points to “read” 
as the root of the sentence. This root word is found to have a 
primary connection with the three words: “We”, “interest”, and 
“case”. By tracking all adjectives and adverbs connected to 
these three words, we can also find the words of “secondary 
connection” (here, “intriguing” and “very”). We can see that all 
these “root”, “primary connection”, and “secondary 
connections” words are semantically linked for expressing the 
citing author’s sentiment toward the cited work. We segment 
such text region of interest from the training set of CON 
sentences, and from which we calculate word-level statistics to 
build a bag of unigrams input feature vector for the SVM 
classifier.

We read with interest the very intriguing case reported in Reproductive Toxicology by Kim

read

We interest case

with reported the intriguing

veryKim Toxicology

by in Reproductive

(Root)

(nsubj)

(case)

(dobj)

(det)(acl) (amod)

(advmod)(nmod) (nmod)

(case) (case) (compound)

(nmod)

Fig. 2. Graphical representation of the Stanford dependencies for a given sentence.

4.2 Feature extraction
We employ two types of features to build an input feature 

vector for the SVM classifier: 1) bag of unigrams based on 
word statistics representing how differently a word is 
distributed in subjective and objective CON sentences and 2) 
sentiment lexicon consisting of positive or negative meaning of 
words. These features were experimentally found to be 
effective to separate subjective and objective CON sentences.  

4.2.1 Bag of unigrams
Using words as input features requires a very high 

dimensional feature space (10,149 dimensions in our case). 
Although the SVM can manage (lead to a convergence) such a 
high dimensional feature space, many have suggested the need
for word selection or dimension reduction to employ other 
conventional learning methods, reduce the computational cost, 
improve the generalization performance, and avoid the over-
fitting problem. A typical approach for word selection is to sort 
words according to their importance. Many functions have been 

proposed to measure the importance of a word, including term 
frequency (TF), inverse document frequency (IDF), 
statistics, and simplified  ( ) statistics [14]. The use of 

has been reported as delivering the best performance since 
it removes redundancies, and emphasizes extremely rare 
features (words) and rare categories from [15]. 

In our task, of word for CON sentences in the 
“Subjective” opinion class (class ) and those in the 
“Objective” class (class ) can be defined as follows:( , ) = ( , ) ( , ) ( , ) ( , )  
      i = 0, 1             (1)

where ( , ) denotes the probability that, for a random 
sentence x, word occurs in x, x belongs to class , and is 
estimated by counting its occurrences in the training set. The 
importance of word is finally measured as follows:( ) = ( , )       i = 0, 1          (2)

Accordingly, the more differently a word is distributed in 
“Subjective” and “Objective” opinion classes, the higher its ( ). Words are sorted according to their , and a 
word dictionary that is created by selecting words having the 
highest scores is then considered a bag of words 
(unigrams) feature. Table 3 shows lists of the top 20 unigram 
words scoring the highest . Finally, the bag of words 
feature is converted to a binary vector for SVM: The vector 
dimension corresponds to the number of words in the 
dictionary, and each vector component is assigned “1” if the 
corresponding word in the dictionary is found in a given CON 
sentence or “0” otherwise. In the experiments, we built two 
types of such bag of unigrams: one (we call “selective
unigrams”) based on  selectively calculated from the 
aforementioned text region of interest within a CON sentence 
and the other from the entire CON sentence in the training set, 
and compared their classification performance.

Table 3. List of top 20 unigram words scoring the highest

Important, read, interest, article, issue, interesting, patients, provide, 
our, great, journal, new, further, provides, excellent, show, regarding, 
compared, paper, novel

4.2.2 Sentiment lexicon
Sentiment words indicate words in a language that have a 

positive or negative meaning. Table 4 shows several examples 
of positive and negative meanings of words. Most sentiment 
words are adjectives or adverbs, nouns (e.g., “pride” and 
“drawback”) and verbs (e.g., “commend” and “disagree”), 
however, can also be used to express sentiments. Collectively, 
such sentiment words are called sentiment lexicon.  

Such sentiment lexicon could not solely serve as an input 
feature for the subjectivity or sentiment analysis because 
identifying the author’s real sentiment from a citation sentence 
is a much more complicated task. A citation sentence containing 
sentiment words may not express any subjective opinions. 
Conversely, a subjective sentence may not have any sentiment 
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words. Moreover, words’ sentiments are often heavily 
application domain or context dependent. For example, many 
biomedical terms or words (e.g., “cancer”, “abuse”, “disorder”, 
etc.) frequently used in biomedical literature are labeled as 
negative in most of publicly available sentiment lexicons. 

Therefore, sentiment lexicon has been used not alone but 
combined with other features in many sentiment or subjectivity 
classification studies [16][17]. We also combined this feature 
with the aforementioned two other features and evaluated how 
much it improves the overall performance of the SVM classifier 
in classifying citation subjectivity in CON sentences. We 
employed the sentiment lexicon constructed by Hu and Liu [18]
which is publicly available and contains about 6,800 sentiment 
words in English. In this study, sentiment lexicon information 
is converted to a 2-bit binary vector of which each bit represents 
the existence of positive and negative words in a given 
sentence, respectively.

Table 4. Examples of positive and negative sentiment words

Positive

‘excellent’, ‘wonderful, ‘great’, ‘promising’, 
‘fascinating’, ‘nicely’, ‘timely’, ‘elegantly‘, ‘pride’, 
‘state-of-the-art’, ‘contribution’, ‘congratulate’, 
‘commend’, ‘appreciate’, ‘welcome’

Negative

‘bad’, ‘wrong’, ‘incorrect’, ‘problematic’, 
‘controversial’, ‘irrelevant’, ‘misleading’, ‘gravely’, 
‘falsely’, ‘unfortunately ‘, ‘drawback’, ‘error’, 
‘weakness’, ‘conflict’, ‘dismay’, ‘disagree’

5 Classification experiments
5.1 SVM classifier and dataset

We employed an SVM [19] with a radial basis kernel 
function (RBF), defined in equation (3) below, which has been 
commonly used in pattern recognition applications, and 
implemented it using LibSVM, a free software package for non-
commercial use [20].,  = ( )            (3) 

In order to build a ground-truth dataset for our experiments 
to automatically categorize author’s sentiments in CON 
sentences, we first collected 2,665 CON sentences from online 
biomedical articles published in 414 different journals and 
indexed in MEDLINE. As mentioned previously, these online 
articles are letter-like short papers, and their publication types 
are Letter (49.0%), Review (2.1%), Editorial (25.4%), 
Commentary (14.5%), and others (9.0%). 

The collected CON sentences are then divided into two 
classes (“Subjective” and “Objective”) according to the 
author’s citation sentiment expressed within these CON 
sentences through a manual annotation process. Among these, 
2,109 CON sentences consisting of 1,139 in the “Subjective” 
class and 970 in the “Objective” class were randomly selected 
to train the SVM. The statistics ( ) of words in the CON 
sentences are also estimated from this training set. The 
remaining 556 sentences (306 from the “Subjective” class + 
250 from the “Objective” class) were used as a test set to 

evaluate the performance of the SVM.  

5.2 Experimental results
In experiments, we first investigated the influence of word 

reduction in the abovementioned bag of words features to 
discover the best-performing word dictionary size. Figure 3 (a) 
shows the accuracy, precision, recall, and F-measure rates of the 
SVM as functions of the size of the word dictionary in the bag 
of unigram words feature. As mentioned earlier, words in the 
dictionary are selected according to their corresponding 

scores that reflect the difference of their distributions 
between the “Subjective” and “Objective” classes. We can see 
that our SVM classifier performs best overall when the size of 
the word dictionary is 300. Through a similar evaluation 
process, we also ascertained that the best-performing word 
dictionary size for another bag of unigrams (“selective 
unigrams”) based on derived from the region of interest 
within each sentence in the training set is 300, as can been seen 
in Fig. 3 (b). Although the SVM classifier yields slightly better 
Recall and F-measure rates when the dictionary size is 400, we 
choose the dictionary consisting of 300 words, considering the 
computational cost.

(a)

(b) 

Fig. 3. SVM performance against different word dictionary sizes in the bag of (a) 
unigrams and (b) selective unigrams.
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Next, we compared the performance of the following four types 
of input feature vectors for the SVM classifier.

1) Input feature 1: bag of selective unigrams 
2) Input feature 2: bag of unigrams 
3) Input feature 3: input feature 1 + input feature 2
4) Input feature 4: input feature 3 + sentiment lexicon

From the classification results included in Table 5, the 
overall performance of “input feature 1” extracted only from a 
text region of interest within a sentence is found to be 
comparable to that of “input feature 2” from the entire sentence. 
More importantly, the SVM classifiers yields a significantly 
better performance overall for “input feature 3”, the 
combination of these two types of bag of unigrams. Thus it is 
analyzed that each bag of unigrams input feature can 
compensate substantial errors in the other. Further 
improvement of performance is also achieved by additionally 
introducing sentiment lexicon information (input feature 4).

Table 5. The subjectivity classification performance of SVM classifier for 
different input features

Input features Accuracy Recall Precision F-measure

Input feature 1 83.63 79.74 89.38 84.28

Input feature 2 83.81 83.66 86.49 85.05

Input feature 3 87.41 88.89 88.31 88.60

Input feature 4 88.12 90.20 88.46 89.32

Table 6 shows examples of false-negative (FN) and false-
positive (FP) classification errors from the SVM. The first CON 
sentence in the FN error examples contains the word, 
“groundbreaking” suggesting a positive sentiment. This word 
can also be found in our sentiment lexicon but is missing in the 
word dictionary of the bag of unigrams input features, certainly 
due to the small size of our current training dataset. Thus we 
expect that this type of errors could be fixed by collecting more 
CON sentences and increasing the size of the training dataset. 

The SVM input features adopted in our study are all “word-
level” features. Thus the SVM classifier often encounters some 
difficulties in dealing with the citation sentences which only use 
subjective phrases to convey author’s sentiment. As an 
example, the second CON sentence of FN error in Table 6 is 
misclassified as “Objective” even though it apparently has a 
positive meaning phrase (“breaks new ground”). 

The FP error example shown in Table 6 has a strongly 
positive word, “excellent”. However, this word is used not for 
representing the citing author’s sentiment but for just describing 
the cited work. As previously mentioned, input features based 
on a bag of unigrams and sentiment lexicon consider the entire 
sentence to identify an author’s sentiment.  As a result, the 
SVM using these input features made a misclassification error 
for this CON sentence. On contrary, the proposed bag of 
selective unigrams is extracted only from the text of interest 
being expected to have an author’s opinion or sentiment toward 
the cited work.  In our experiments, the SVM using the bag of 
selective unigrams input feature is found to successfully 
classify this CON sentence into the “Objective” class.

6 Future work
As future work, we first plan to employ a deep learning 

technique such as CNN as another classifier and compare its 
performance with our current SVM classifier. We will verify 
that our multi-channel approach considering both the entire 
sentence and only text region of interest can also boost the deep 
learning performance. In this study, through a series of 
experiments and error analysis, our ground-truth training 
dataset was found not big enough to reliably calculate word-
level statistics employed to create the bag of words input 
features for the SVM classifier and for future deep learning 
task. Therefore, we are next considering a significant increase 
in the size of the ground-truth training dataset by collecting 
more CON sentences, though a time-consuming manual 
annotation process is also required. 

Finally, based on our achievement of this subjective 
analysis study, we will move on to the next stage of our task, 
developing a reliable method to identify the polarity of the 
citing author’s sentiments expressed in the subjective citation 
sentences.  

Table 6. Error examples showing false negative and false positive errors

Error types CON sentences

False-Negative

This is exactly what de Jonge et al. [4] achieved with their groundbreaking investigation presented in this issue of the 
Journal.
The report published by Menke et al [7] in this issue of Circulation breaks new ground by extending the dose-effect 
relation to considerably lower blood lead concentrations than reported in previous studies. [3-6] 

False-Positive Naguib et al. [1] examined the dose of succinylcholine required for excellent tracheal intubating conditions.
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7 Conclusions
Identifying author’s sentiment expressed within citation 

sentences in scientific literature could be an important tool for 
researchers seeking relevant previous work or approaches for a 
certain research purpose. In this study, we have presented a 
machine learning-based automated classification method for 
distinguishing subjective citation sentences from objective ones 
in the body text of an online biomedical article, as the first step 
to identify the citing author’s sentiments toward the cited work. 

We have implemented an SVM with a radial basis kernel 
function (RBF) as a classifier and evaluated its performance in 
terms of accuracy, precision, recall, and F-measure rates for 
classifying the citation sentences containing an author’s 
subjective opinions specifically toward Comment-on (CON) 
articles. CON, a MEDLINE citation field, indicates previously 
published articles commented on by authors of a given article 
expressing possibly complimentary or contradictory opinions. 
We have introduced a bag of selective unigrams based on word 
statistics calculated from a text region of interest within a 
sentence, instead of from the entire sentence, as an input feature 
for the SVM classifier. This text region of interest reflects the 
Stanford dependencies (SD)-based grammatical relationships 
between words in a sentence, and is found to have an actual 
expression of an author’s opinion or sentiment.  

Through a series of experiments on a set of CON sentences 
collected from 414 different online biomedical journal titles, we 
see that the overall performance of the proposed bag of 
selective unigrams extracted only from a text region of interest 
is comparable to that of another bag of unigrams from the entire 
sentence. Moreover, the combination of these two different 
types of bag of unigram input features significantly boosts the 
performance of the SVM classifier, indicating that each bag of 
words feature can compensate substantial errors in the other. 
Further improvement is also achieved by additionally 
employing sentiment lexicon information. Future research is 
required to deal with errors resulting from our current approach, 
which would include 1) increasing the size of the ground-truth 
dataset and 2) employing and testing deep learning techniques.
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