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Interactive use of online health resources: a
comparison of consumer and professional
questions
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ABSTRACT
....................................................................................................................................................

Objective To understand how consumer questions on online resources differ from questions asked by professionals, and how such consumer
questions differ across resources.
Materials and Methods Ten online question corpora, 5 consumer and 5 professional, with a combined total of over 40 000 questions, were ana-
lyzed using a variety of natural language processing techniques. These techniques analyze questions at the lexical, syntactic, and semantic levels,
exposing differences in both form and content.
Results Consumer questions tend to be longer than professional questions, more closely resemble open-domain language, and focus far more on
medical problems. Consumers ask more sub-questions, provide far more background information, and ask different types of questions than pro-
fessionals. Furthermore, there is substantial variance of these factors between the different consumer corpora.
Discussion The form of consumer questions is highly dependent upon the individual online resource, especially in the amount of background infor-
mation provided. Professionals, on the other hand, provide very little background information and often ask much shorter questions. The content of
consumer questions is also highly dependent upon the resource. While professional questions commonly discuss treatments and tests, consumer
questions focus disproportionately on symptoms and diseases. Further, consumers place far more emphasis on certain types of health problems
(eg, sexual health).
Conclusion Websites for consumers to submit health questions are a popular online resource filling important gaps in consumer health informa-
tion. By analyzing how consumers write questions on these resources, we can better understand these gaps and create solutions for improving in-
formation access.

This article is part of the Special Focus on Person-Generated Health and Wellness Data, which published in the May 2016 issue, Volume 23,
Issue 3.

....................................................................................................................................................
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BACKGROUND AND SIGNIFICANCE
Patients and caregivers (health information consumers) are increas-
ingly more active in decision-making about their own and their family
members’ health.1 This involvement often motivates consumers to ask
questions and seek information online. Consumers’ information needs
and access to health information, and the role and coverage of the
health-related resources, are partially captured in consumer interac-
tions with online resources. These interactions involve the majority of
US adults: among the 87% of US adults who use the Internet, 72%
look online for health information, the majority starting with a search
engine query.2 Clinicians and other health professionals, the primary
resource for consumers’ health information, also frequently turn to on-
line resources when looking for answers to their questions.3

Insights into consumer and professional information needs and
coverage of health issues provided by online resources are most fre-
quently gleaned from search engine log analyses and surveys. In a
study of relationships between online health-seeking behaviors and
in-world health care utilization, White and Horvitz4 analyzed data from
surveys and online search logs and found that information needs
change from exploration of diseases and symptoms and searches for
information about doctors and facilities prior to a visit to a health facil-
ity to searches for treatments and benign symptoms after the visit.
They also report differences in search behavior based on the lower

and higher levels of domain knowledge (analogous to the difference
between consumers and professionals). There are also notable termi-
nological differences between consumers and professionals, which
has led to the development of terminologies specifically for con-
sumers,5 although some domains have more overlap than others.6

Not all questions have easily accessible answers: in a 2004 sur-
vey, 97 subjects found answers to 30% of their questions and partial
answers to another 33% in MedlinePlus and other related websites.7

Furthermore, although logs are relatively available and useful sources,
they present user search strategies and general information needs but
not specific needs. Alternatively, questions posted to online forums or
question answering (QA) sites not only reflect the information needs
more fully and explicitly, but also are commonly the next step after
failing to find information via search engines.8

Many studies have analyzed a small number of consumer questions,
often further limiting the analysis to specific topics and convenience
samples. White9 analyzed 365 mailing list questions for type and sub-
ject. Oh et al.10 studied 72 community QA questions for linguistic style
and sentiment. Zhang11 manually categorized 276 community QA ques-
tions for motivation, temporality, and cognitive representation. Slaughter
et al.12 manually annotated semantic relations on 12 consumer ques-
tions with professional answers. In contrast to these studies, we were
able to analyze tens of thousands of consumer and professional
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questions using natural language processing (NLP). This is the first
large-scale analysis of consumer and professional health questions.
While this scaled analysis is not able to recognize high-level characteris-
tics such as style and motivation, it is able to remove much of the sam-
pling bias of smaller studies by studying both consumers and
professionals across a wide variety of online resources.

Further, automatic understanding of these questions could improve
the consumer online experience by retrieving answers best matching
the fine-grained needs.13 Automatic question understanding methods
could themselves be improved by discerning the nature and character-
istics of online health questions.

This article helps to elicit the characteristics of online health-seeking
behavior in the form of questions. We use a variety of NLP techniques,
including several novel methods developed by the authors, to analyze
10 question corpora containing approximately 30 000 consumer and
10 000 professional questions. Specifically, we seek to qualify how:

a. Consumer questions in general differ from professional questions
in form and content, and

b. Consumer questions differ across resources (eg, community QA,
forums, emails) in form and content.

We are not aware of any such consumer question study approach-
ing the size of that presented here in terms of (i) total number of ques-
tions, (ii) number and variety of corpora, and (iii) depth and breadth of
NLP techniques. Note that our goal is not to use NLP to automatically
classify consumer versus professional questions, as has been done by
others,14 since consumers and professionals often naturally gravitate
to different resources. Instead, our goal is to use NLP to analyze
far more data than could possibly be done manually and identify the
linguistic tendencies of consumers as a whole and within specific
resources. The question analysis approach in this work provides a
means for designing and evaluating QA systems.

MATERIALS AND METHODS
In order to compare consumer and professional questions, we seek to
compare questions using various linguistic levels (lexical, syntactic,
semantic, etc.) across a wide variety of online resources. The Corpora
subsection below describes these resources, while the Analysis
Methods subsection describes the levels of linguistic analysis useful
for comparing health questions.

Corpora
We identified 5 types of resources: community QA (consumers answer
publicly, and the best answer is ranked/selected); curated QA (profes-
sionals selectively answer publicly); forum (consumers answer publicly
in a conversation); email (professionals answer privately); and point-
of-care (stream-of-conscience clinical questions without a precise
audience).

Five health consumer corpora were obtained: (1) Yahoo! Answers
(YANS), a popular community QA website where questions are posed
and answered by consumers; 4.5 million questions, with answers, are
publicly available for academic research purposes (http://webscope.
sandbox.yahoo.com/).15 The dataset contains 49 582 questions under
the Diseases & Conditions subcategory (under Health), of which we ran-
domly sampled 10 000. (2) WebMD Community (WEBC), a consumer
health forum hosted by WebMD (http://exchanges.webmd.com/).
Consumers post questions on the forum, resulting in conversations that
differ in style from the community QA sites. Over 230 000 forum posts
were downloaded from 209 subforums. Since the number of topics in

each subforum is skewed toward parenting and pregnancy, we per-
formed a stratified sampling of each subforum to obtain 10 000 ques-
tions that reflect the breadth of topics. (3) Doctorspring (DSPR), a
curated QA website where consumers submit questions to be answered
by a health professional, for a fee (http://www.doctorspring.com/ques-
tions-home). We downloaded 811 questions from the website. (4)
Genetic and Rare Diseases Information Center (GARD), a curated QA
website where consumers submit questions to be answered by NIH staff
(http://rarediseases.info.nih.gov/). We obtained 1467 questions from
GARD. (5) NLM Consumer Health Questions (NLMC), which contains
questions about diseases, conditions, and therapies submitted to NLM’s
websites or via e-mail. The question submitters self-identify as “General
Public.” Answers are provided by NLM staff via e-mail. We obtained
7164 consumer questions submitted to NLM between 2010 and 2014.

Five health professional corpora were obtained: (1) Parkhurst
Exchange (PHST), a journal for physicians that maintains a curated QA
resource (http://www.parkhurstexchange.com). We downloaded 5290
questions from the website. (2) Journal of Family Practice (JFPQ), an-
other journal with curated questions targeted toward specific cases
(http://www.jfponline.com/articles/clinical-inquiries.html). We down-
loaded 601 questions from the website. (3) Clinical Questions (CLIQ),
collected by Ely et al.16,17 and D’Alessandro et al.18 at the point of care,
either during direct observation or by phone interview. There are 4654
questions in the collection (http://clinques.nlm.nih.gov). (4) Questions
posed during an evaluation of PubMed on Tap (PMOT), which provides
point-of-care access to PubMed using handheld devices.19 These ques-
tions more closely resemble keyword queries, though many are well-
formed questions. We obtained 521 questions from this collection. (5)
NLM Professional Health Questions (NLMP), similar to NLMC, but for
users who self-identify as a “Health Professional” or “Researcher/
Scientist.” We obtained 740 professional questions submitted to NLM
between 2010 and 2014.

Appendix A in the supplemental data contains examples from
these 10 corpora. The corpora were chosen based on our awareness
of their availability. We were unable to find a suitable general commu-
nity QA/forum website for professionals, or point-of-care questions for
consumers.

Analysis methods
The questions in each corpus were analyzed using a battery of tech-
niques designed to represent various types of lexical, syntactic, and
semantic information. The techniques are summarized below.
Implementation details are provided in Appendix B in the online sup-
plemental data.

Lexical
Question length was measured in words, tokens, and sentences. Word
length was measured in characters. Sentence length was measured in
tokens. Finally, the number of capitalized words (first character only)
was measured.

Readability
Three metrics were applied: (a) Gunning fog index,20 (b) Flesch read-
ing ease,21 and (c) Flesch-Kincaid grade level.22 These metrics rely on
statistics such as sentence length, word length, and word complexity.
Additionally, the number of misspelled words was estimated using
several large corpora.

Language Model
Questions were evaluated with 2 trigram language models.23 The first
model is an open-domain language model built from newswire24 and
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Wikipedia. Due to the large size of both corpora, a 10% sample of the
sentences was used to build the model. The second model is a medi-
cal language model built from a 20% sample of PubMed Central
(http://www.ncbi.nlm.nih.gov/pmc/). Both the document-level and
sentence-level log probabilities were measured.

Semantic Types
Both open-domain and medical semantic types were extracted. For
open-domain types, a named entity recognizer extracted PERSON,
ORGANIZATION, LOCATION, NUMERIC, TIMEDATE, and MISC types. For medical
types, a dictionary lookup was performed using the Unified Medical
Language System (UMLS) Metathesaurus.25 To highlight certain facets
of medical language, 2 views of UMLS were employed: (a) semantic
types grouped into PROBLEM, TREATMENT, and TEST and (b) individual ter-
minologies in MeSH (http://www.nlm.nih.gov/mesh/), SNOMED-CT,26

and the Consumer Health Vocabulary.5

Question Decomposition
Many questions were paragraphs containing several subquestions. For
instance, Figure 1 (a) shows a WEBC question containing at least 6
subquestions. To recognize the number of subquestions and back-
ground sentences, the system described in Roberts et al.27 was used
to syntactically decompose the questions. Next, each subquestion was
classified into 1 of 13 types.28 The common question types include
INFORMATION (general information), MANAGEMENT (treatment and preven-
tion), and SUSCEPTIBILITY (how a disease is acquired or who is vulnera-
ble). For more details on the question types, including how they were
created, see Roberts et al.29 Finally, we counted the questions that
started with typical wh-word question stems (who, what, when,
where, why, and how) to measure the question’s surface-level type.

Topics
Topic modeling techniques can provide a useful summary of large
amounts of unstructured text. We utilized Latent Dirichlet Allocation
(LDA)30 with 10 topics in order to compare the subject matter across
corpora. Separate topic models were built using question words and
UMLS terms.

Classification
Finally, to assess the relative importance of these metrics as discrimi-
nators between consumer and professional questions, we created a

logistic regression model using the metrics described above as fea-
tures. Again, unlike Liu et al.,14 our goal was not to create the best
possible classifier, but rather to determine the relative importance of
the analysis methods as an empirical indicator of how consumer and
professional questions differ.

RESULTS
The results of the analyses are shown in Tables 1 and 2.

Lexical
Consumers tend to ask longer questions (in the range of 37–106 tokens
for consumers versus 11–62 for professionals), though this appears to
be primarily an effect of the resource. Among similar resources, the
divide was smaller: QA websites had some variation (37–100 versus
11–36), while the NLM questions varied little (70 versus 62). On the
other hand, point-of-care questions, for which we have no comparable
consumer corpus, were quite short (11–24), and forum questions, for
which we have no comparable professional corpus, were quite long
(106). Similar effects can be seen with sentences, where most profes-
sional questions had 1 or 2 sentences (except NLMP), while consumer
questions tended to have 3 or more (2.8–6.9). Word length was shorter
for consumers (4.0–4.7 characters versus 4.5–5.5), suggesting a less
developed vocabulary, perhaps resulting in more words to describe an
information need. There are few discernible differences between
how consumers and professionals capitalize words (9.1–14.4 versus
8.8–14.4).

Readability
According to the metrics, consumer questions are more readable
than professional questions. The fog index for consumers is lower
(9.0–11.9 versus 12.2–14.8), as is the grade level (6.2–9.2 versus
9.2–11.9), implying less education is needed to comprehend
the questions. Similarly, the reading ease is higher for consumers
(49.6–75.4 versus 32.3–49.9). WEBC is consistently the most read-
able consumer corpus, and GARD is consistently the least readable.
Thus, consumer-to-consumer websites tend to be the most readable,
while professional-to-professional medical journals the least. Rates of
misspelling are higher in consumer questions than professional ques-
tions, except for NLMP (see Discussion section).

Figure 1: Example bipolar questions written by (a) a consumer and (b) a professional.
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Language Model
Language model probabilities are highly dependent on text length,
making it infeasible to make cross-corpora inferences. However, run-
ning 2 language models on the same corpus allows us to infer which
training corpus (newswireþWikipedia versus PubMed Central) the
question corpus more closely resembles. The models estimate the
probability of a text given the training corpus using a simplified n-
gram assumption. Since the probability of any given text is quite small,
we provide the log-probability. Smaller negative numbers are thus
more likely than larger negative numbers. In these experiments, every
consumer corpus was judged more probable by the open-domain
model, and every professional corpus was judged more probable by
the medical model.

Semantic Types
Open-domain named entities (proper names) appear to be relatively
rare in health questions for both consumers and professionals. The
use of times and dates, though, is quite common, especially for

consumers (1.7–4.5% versus 0.3–3.7%). Temporal expressions are
often used to build a disease narrative (eg, 5 weeks ago) or describe
symptoms (every few hours) and patient characteristics (27-year-old).
The 2 corpora with the greatest concentration of TIMEDATE entities,
WEBC (4.1% of tokens) and DSPR (4.5%), have the longest ques-
tions, suggesting that consumers use the additional space to add a
more detailed temporal narrative.

Medical semantic types are more common than the open-domain
entities. PROBLEMs are the most frequent type, then TREATMENTs, with
TESTs being least frequent. The consumer corpora have an average
PROBLEM:TREATMENT:TEST ratio of approximately 16:5:1, whereas the pro-
fessional corpora have an average ratio of 6:4:1. From this, we can
see that consumers use appreciably more space discussing problems
and rarely discuss tests. Another means of comparing the medical lan-
guage is to use the constituent terminologies in UMLS, specifically
MeSH (intended for scientific articles), SNOMED-CT (professionals),
and the Consumer Health Vocabulary (CHV, consumers). MeSH is
smaller and probably more neutral. Regardless of vocabulary,

Table 1. Lexical, Readability, Language Model, and Semantic Type statistics for the 10 corpora

Numbers in parentheses are standard deviations. Percentages are out of 100.
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consumers use fewer medical terms (MeSH: 7.0–15.9% versus 15.2–
24.8%; SNOMED-CT: 16.6–23.2% versus 23.9–29.0%; CHV: 21.1–
28.9% versus 30.4–41.8%). The ratio of SNOMED-CT to CHV terms is
remarkably consistent for consumers (0.78–0.81:1) and is similar
amongst professionals (0.77–0.81:1), except for JFPQ, which has a
ratio of 0.61:1.

Finally, health questions can be compared based on their distribu-
tions of all UMLS semantic types to get a sense of the similarity of
medical content. Appendix C shows the full distribution for each cor-
pus; Table 3 summarizes the similarities using Jensen-Shannon diver-
gence (0.0 indicates complete similarity; 1.0 indicates no similarity).
The average divergence between the consumer corpora is 0.02489.
The most dissimilar corpus is GARD, and if this corpus is removed
the average divergence is just 0.00843. Professional corpora,

however, are far less similar to each other, with an average diver-
gence of 0.03812. The average professional divergence is actually
greater than the divergence between all consumer questions and all
professional questions, suggesting that professional corpora vary sub-
stantially in the types of medical concepts they contain.

Question Decomposition
Consumer questions tend to have around twice as many subquestions
(1.7–2.4 versus 1.0–1.7). Across resources, the average number of
consumer subquestions is remarkably consistent despite differences
in question length. Instead, the longer questions contain more back-
ground information (1.2–4.5 sentences) and more ignore (nonperti-
nent) sentences (up to 0.5). Professional questions largely lack

Table 2. Semantic Type and Question Decomposition statistics for the 10 corpora

Numbers in parentheses are standard deviations. Percentages are out of 100.

RESEARCH
AND

APPLICATIONS

Roberts K and Demner-Fushman D, J Am Med Inform Assoc 2016;23:802–811. doi:10.1093/jamia/ocw024, Research and Applications

806

 by guest on July 13, 2016
http://jam

ia.oxfordjournals.org/
D

ow
nloaded from

 

http://jamia.oxfordjournals.org/lookup/suppl/doi:10.1093/jamia/ocw024/-/DC1
http://jamia.oxfordjournals.org/


background and ignore sentences, with the exception, again, of
NLMP.

The question types indicate many differences between consumer
and professional questions. Point-of-care questions (CLIQ and
PMOT) are more interested in causes (7.0%, 9.1%). Consumer ques-
tions are less concerned about diagnosis (4.2–7.5% versus 7.4–
11.0%), but more interested in general information (10.4–19.2% ver-
sus 4.4–15.7%). Both are very interested in management, markedly
more for professionals (23.9–31.8% versus 33.1–57.5%). Consumers
are more interested in manifestation (symptom) questions (1.3–3.3%
versus 0.9–1.3%) and person/organization questions (3.1–3.7% ver-
sus 0.4–1.7%) that commonly ask for doctor or hospital information.
Finally, ignoring NLMP, consumers are more interested in susceptibil-
ity information (10.2–17.6% versus 4.7–7.1%).

The wh-words give an indication of how questions are expressed,
such as prototypical questions (“What are the symptoms of . . .,” “How
do you treat . . .”) versus validation questions (“Could nausea be a
symptom. . .,” “Is. . . a useful treatment?”). For both consumers and
professionals, use of questions that do not start with wh-words is
quite high (64.2–88.9% versus 44.8–88.8%). When a wh-word is
used, it is generally what or how. Within the consumer corpora, YANS
and GARD have similar percentages of non-wh questions (64.2%,
68.8%), while the others are similarly close (86.1–88.9%).

Topics
Word clouds representing LDA topics built from UMLS terms are
shown in Figures 2 and 3. The word clouds for the word-based LDA
are provided in the supplemental data. The word clouds show sizable
differences in content across consumer and professional questions as
a whole. To compare content, a medical librarian (not an author)
labeled each of the 100 topics with 4 categories that were commonly
seen in the data: sexual health, cancer, medications, and diagnostic
tests. A category was assigned if at least 2 of the top 25 topic words
were related to the category. This analysis revealed that consumers
(sexual health: 11 topics; cancer: 5; medications: 10; tests: 2) were
far more likely to discuss sexual health and cancer, but much less
likely to discuss medications or diagnostic tests relative to

professionals (sexual health: 6; cancer: 1; medications: 31; tests: 6).
Sexual health questions were disproportionally discussed in a single
corpus (DSPR), while three-quarters of non-NLMP professional topics
discussed medications.

Classification
Table 4 shows the results of the logistic regression model. Appendix D
contains more details. According to the model, the language model
features (open-domain versus medical) are the most discriminative,
with the readability features being the second most discriminative and
the semantic types being the least discriminative. The lack of weight
given to the semantic types is curious, but the semantic types are
likely subsumed by the medical concepts present, or absent, in the
language models.

DISCUSSION
The above results show that consumer questions differ from professio-
nal questions in both form and content, which are affected by the par-
ticular resource. Previous work has shown that professional questions
are shorter,14 but we have demonstrated that professionals ask more
succinct questions: fewer sentences, fewer subquestions, and less
background information. Compare the WEBC question about bipolar
disorder in Figure 1(a) to the PHST question in Figure 1(b). The pro-
fessional question includes only the most relevant information in a
qualifying clause (“when combined with. . .”). In contrast, consumer
questions are filled with background information, even on QA websites
with shorter questions. This stands in contrast to consumer search
logs, where background information is difficult to include. Further, it is
likely that one of the primary motivations for consumers posting ques-
tions online is that searches fail because online consumer resources
are not sufficiently expressive: they are not designed to enumerate all
possible symptoms and disease relationships commonly found in the
background information of consumer questions. This would lead con-
sumers to wonder whether the general-purpose resources are appli-
cable to their case, or whether their details form an exception.

The traditional readability metrics indicate that consumer questions
are easier to read. Looking at the 2 bipolar questions in Figure 1, how-
ever, might force one to conclude otherwise. This is a fundamental
weakness with these readability metrics that base their scores only on
word and sentence length. They do not account for case, orthographic,
and grammatical errors, much less high-level coherence, all of which
affect textual readability. Nevertheless, they reflect the reduced
vocabulary and shorter sentences in the questions, which do improve
readability. Regarding misspellings, other work has discussed the
widespread presence of misspellings in consumer questions,11 but
our analysis allows us to determine that these are largely misspelled
medical terms. Appendix E contains the 25 most frequent misspellings
for each corpus, the vast majority of which are medical terms. This
has important implications for systems that correct spelling in con-
sumer text.31,32

Another distinction between consumer and professional language
can be seen in the language model results. While we expected con-
sumer questions to be closer to the open-domain language model, we
did not expect that every consumer corpus would be favored by the
open-domain model while every professional corpus would be favored
by the medical model. Such a consistent result points to the often-
times stark difference in language use between consumers and pro-
fessionals. This even held true for GARD, which discusses diseases
that are not commonly discussed in the open domain, thus indicating
that professionals use a linguistic style that goes beyond disease ter-
minology (eg, other medical terms, specialist jargon, clinical

Table 3. Jensen-Shannon divergence between the UMLS
semantic type distributions of the consumer corpora, profes-
sional corpora, and combined consumer and professional
corpora

Consumer
corpora

Professional
corpora

Combined
corpora
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Figure 2: Word clouds derived from 10-topic LDA using UMLS terms from the consumer corpora. (A high-definition image is available in
the electronic version of this article.)
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Figure 3: Word clouds derived from 10-topic LDA using UMLS terms from the professional corpora. (A high-definition image is available
in the electronic version of this article.)
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abbreviations, and syntactic structures). This has important implica-
tions for consumer NLP systems that utilize language models trained
on professional text.33

While we are primarily concerned with consumers here and are uti-
lizing professional corpora largely as a means of contrast, it is nonethe-
less interesting to note the differences among professional question
corpora. As seen in Table 3, professional questions have greater
semantic diversity than consumer questions. The distribution of seman-
tic types (Appendix C) indicates that consumers discuss more anatomy
and findings (characteristic of symptoms) and diseases receive approxi-
mately the same attention, while professionals discuss more laboratory
and treatment procedures. Given the substantial differences between
NLMP and the other professional corpora (and to a lesser extent NLMC
and the other consumer corpora), some analysis is also merited on how
the NLM corpora differ from the other corpora. First, unlike the others,
the NLM questions are private, and thus their language tends to be
more casual. The NLMC consumers are more willing to discuss per-
sonal and identifying details. The NLMP professionals are self-identi-
fied. While it is possible a large number of users misrepresented
themselves, our analyses (eg, topics) suggest this is not the case.
Instead, 2 major differences seem clear: (1) Unlike the other professio-
nals, the NLMP professionals are more international and speak poorer
English (Appendix F) shows the distribution of countries). In contrast, the
other professionals are mostly from the United States and Canada. (2)
The other professional corpora contain questions posed almost exclu-
sively by physicians. The NLMP corpus includes many other types of
health professionals, who are potentially more similar to consumers.

It is important to note the differences between consumer questions
across resources, which has several possible causes. While previous
work analyzing consumer text focused on a specific resource or sub-
domain,9–12 our analysis spanned several different resources. We
hope this makes our analysis more generalizable. Online resources
are often viewed as communities, and thus form their own conven-
tions that frequent users intentionally or unintentionally gravitate to.
Some communities might encourage shorter or more detailed ques-
tions, while others might insist on proper spelling and grammar. Some
communities might organically emphasize certain topics (eg,
WebMD’s substantial number of pregnancy-related questions), while
others might be intentionally restrictive (eg, GARD’s focus on genetic
and rare diseases). We also suspect some communities might be bet-
ter suited for younger audiences (eg, Yahoo! Answers34).

The intended audience should have a large impact on which
resource to utilize. The NLM questions frequently contain private and
identifying details not present in other question types. Another
resource, Doctorspring.com, requires a fee, but comes with the benefit

of the question being answered by a trained physician. It is thus inter-
esting to note the preponderance of sexual health questions in this
resource, suggesting a stratification effect where consumers view cer-
tain types of health problems (eg, sexually transmitted diseases) as
worth the fee in return for more authoritative answers. It seems clear
that consumers choose online resources based on a variety of causes:
demographics, community, privacy, authority, and health topic.

Implications for automated question answering
The results presented in this study show that the difference between
automated consumer and professional health QA systems should be
more than a different terminology or answer corpus. Many QA systems
are designed around the Ely questions (part of CLIQ), which are dif-
ferent from consumer questions in more than terminology and
expected answers. A consumer QA system needs to handle longer
questions, with more background information, and cannot assume a
single specific question, as often multiple questions are asked at
once. Consumers ask different types of questions than professionals,
some types of which are hardly found at all in professional question
corpora. One advantage is that consumer questions more closely
resemble open-domain text, and thus open-domain NLP tools might
prove more useful. In summary, a consumer health QA system should
be designed with all these considerations from the start, instead of
naively adapting a professional QA system.

Limitations
Despite dozens of measurements across 10 diverse corpora, this
study still has 2 key limitations that could impact its conclusions. First,
it is impossible to know how well the results from these corpora gen-
eralize to other online health questions. We were limited to those sites
of which we were aware and whose data we could access. As is typi-
cal with informatics, completely new data sources would likely yield
moderately different results at a minimum. Second, the automatic NLP
methods certainly perform worse than a trained expert. We are
unaware if the NLP methods are systematically biased in any way that
may skew the results other than as described above.

CONCLUSION
Consumers extensively use various types of online resources to sup-
port their health decisions. Our study focuses on personal information-
seeking beyond online searches and results in health-information
needs explicitly stated as questions asked to peers and professionals.
We demonstrate the various ways in which consumer and professional
questions differ, which is important in order to guide resource con-
struction as well as automatic consumer aids (eg, automatic QA). Our
results show that consumers provide different amounts of background
information and formulate questions differently depending on the par-
ticular resource. The choice to utilize a particular resource can be
guided by various aspects of the consumer’s case as well as the
expected responder. Further, while there is great variation among con-
sumer resources, it is likely not as great as the variation among pro-
fessional resources. All of this reinforces a need for a variety of online
health resources, as well as a need for informatics solutions to con-
nect consumers with those resources beyond the use of standard
search engines.
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Table 4. Sum of logistic regression weights (absolute values)
for all the features in the indicated feature sets

Weight Sum Feature Type

0.05317 Lexical

0.05822 Readability

0.06647 Language Model

0.00634 Semantic Types

0.04317 Question Decomposition

Individual features are the same as the metrics from Tables 1 and 2.
Individual weights are averaged over a 10-fold cross-validation. See
supplemental Appendix D for individual feature results.
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