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Summary 
Objectives: An increasing number of articles 
are published electronically in the scientific 
literature, but access is limited to alphanumer­
ical search on title, author, or abstract, and 
may disregard numerous figures. In this paper, 
we estimate the benefits of using content-
based image retrieval (CBIR) on article figures 
to augment traditional access to articles. 
Methods: We selected four high-impact 
journals from the Journal Citations Report 
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(JCR) 2005. Figures were automatically ex ­
tracted from the PDF article files, and manual­
ly classified on their content and number of 
sub-figure panels. We make a quantitative 
estimate by projecting from data from the 
Cross-Language Evaluation Forum (Image-
CLEF) campaigns, and qualitatively validate it 
through experiments using the Image Re ­
trieval in Medical Applications (IRMA) project. 
Results: Based on 2077 articles with 11,753 
pages, 4493 figures, and 11,238 individual 
images, the predicted accuracy for article re­
trieval may reach 97.08%. 
Conclusions: Therefore, CBIR potentially has 
a high impact in medical literature search and 
retrieval. 

1. Introduction 
Content-based image retrieval (CBIR) has 
long been identified as a key technology with 
the potential for significant impact for the 
management of and the retrieval from large 
collections of images [1, 2]. With respect to 
medical and health information, Haux has 
postulated a paradigm shift from mainly 
alpha-numeric data in hospital information 
systems (HIS) to images [3]. Typical image 
collections studied in biomedical CBIR are 
collections in picture archiving and com­
munication systems (PACS) and research 
studies [4, 5]. Applications of medical CBIR 
systems appear in the fields of computer-

aided diagnosis, evidence-based medicine, 
case-based reasoning, and medical training 
[1, 4–8]. In recent research, the diagnostic 
fields range from mammography [9], high-
resolution computed tomography [10], or 
dynamic PET images [11] to application-
unspecific annotation and classification tasks 
[12, 13]. Grid computing has been suggested 
to perform the remarkable computational 
load that is associated with CBIR applications 
[14, 15]. 

However, there are other fields in medi­
cine that can benefit from such techniques. In 
particular, a huge amount of medical images, 
figures, drawings, and case examples is pub­
lished in scientific literature, and the number 

of scientific journals that are published elec­
tronically is increasing explosively. The aim of 
this work is to evaluate and estimate the im­
pact of state-of-the-art medical CBIR inte­
grated with text-based searches for retrieval 
of scientific literature. That is, we investigate 
the use of bitmapped figure images within the 
journal articles as additional information for 
retrieval. Results from this study will support 
development of techniques for CBIR of 
figures and image types specific to scientific 
literature. 

2.  Background 

As a basic principle of CBIR, images are in ­
ternally represented by numerical features, 
which are extracted directly from the image 
pixels (bitmap). These features are stored in 
the database, as a signature, along with the 
images, and are indexed for rapid access. At 
retrieval time, the query-by-example (QBE) 
paradigm is usually applied [16]. Here, the 
user presents a sample image or pattern, and 
the system computes the numerical features, 
compares them to those stored in the data­
base, and returns all images with similar fea­
tures. It is obvious that the quality of the 
response depends on 1) the features repre­
senting the image and 2) the distance or 
similarity measure that is used to compare 
features from different images. 

The distance or similarity measure is usu ­
ally specific to a particular feature. For in­
stance, the Jensen-Shannon divergence [17] is 
used for histogram-based features, while the 
Mahalanobis or Euclidean distances are ap­
plied for vector-based signatures. Several 
approaches are used to compute signatures 
[18]: 
●	 Global image features are defined as those 

that are computed on the entire image, 
e.g., histogram representation of the 
image. As such, only one signature is re­
lated to each image. Using global features, 
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the semantic gap between the low-level 
feature extraction by machine and the 
high-level scene interpretation by humans 
tends to be wide. However, global features 
have been successfully applied for auto­
matic image categorization according to 
the imaging modality, body region, view­
ing direction, and the biological system 
imaged [19–21]. 

●	 Local features are defined as those that are 
computed in prominent image regions, 
e.g. texture or shape features localized at a 
particular region of interest (ROI). This 
results in a number of signatures that are 
related to each image, and the capability of 
CBIR techniques to focus on particular 
aspects of the image content is increased. 
A similar assessment is made by Tagare et 
al. stating that the information contained 
in medical images is local [6], and hence, 
local features may further narrow the 
 semantic gap. 

●	 Relational features have not yet been ap­
plied routinely, but the concept has been 
discussed in the literature [7, 22]. The idea 
is to capture the spatial and/or temporal 
relationships between the image regions 
of interest (ROIs), such as distance, direc­
tion, and size relationships. Clearly, re­
lational features are most similar to the 
scene interpretation by humans. 

3. Methods 
In this section, we describe the study design, 
journal selection, procedure for extraction 
and classification of the figure images, the 
database and programs, as well as the meth­
odology used for evaluation. 

3.1 Selection of Journals 

We first selected a representative set of scien­
tific journals as a data source for studying the 
effect of CBIR on article retrieval. Using the 
impact factor that is published in the Institute 
for Scientific Information (ISI) Journal Ci­
tation Reports (JCR) [23] as an indicator of 
journal importance, we selected within the 
three best-ranked journals with the most ar­
ticles published electronically from 2005. 
Specifically, we applied the following four 
JCR journal categories: 
1.	 All, to capture the most important jour ­

nal; 
2.	 Radiology, since radiology is the medical 

discipline that arguably produces the 
highest number of diagnostic images; 

3.	 Dentistry, as one of the medical disciplines 
that is also closely related to medical im­
aging; and 

4.	 Medical informatics, since this field is of 
high interest to our own research. 

The selected journals were New England Jour­
nal of Medicine (ISSN 0028-4793), Radiology 
(ISSN 0033-8419), the Journal of Dental Re­
search (ISSN 0022–0345), and the Journal of 
the American Medical Informatics Association 
(JAMIA) (ISSN 1067-5027). The New Eng­
land Journal of Medicine was ranked third, but 
had 309 cited articles. In contrast, the CA: A 
Cancer Journal for Clinicians and the Annual 
Review of Immunology have slightly higher 
impact factors, but contain a significantly 
lower number of “cited articles” (20 and 29, 
respectivelyb), which is a contra-indication 
for our purposes. 

3.2 Extraction of Illustrations 

Usually, electronic publication of journal ar­
ticles makes use of the Portable Document 
Format (PDF), which is an open file format cre­
ated and controlled by Adobe Systems Inc. (San 
Jose, CA, USA) for representing two-dimen­
sional documents in a device- and resolution-
independent, fixed layout. Using “Advanced – 
Extract all images” and “Advanced – Batch pro­
cessing” of the Adobe Acrobat Professional 7.0 
software, all PDF-embedded bitmaps were 
automatically extracted as individual image 
files and stored in the lossless-compressed 
Portable Network Graphics (PNG) format. 

Since the New England Journal of Medi ­
cine provides direct access to the article il­
lustrations (http://content.nejm.org/search_ 
figures.dtl), we omitted the procedure of 
PNG extraction and downloaded all illus­
trations directly from the Web in the lossy­

b	 Note that these numbers differ from JCR, where the 
number of “articles” is defined as the number of 
published items in the shown year that comprise the 
scholarly contribution of the journal. This number 
is also called “citable items” to indicate that these 
items in the journal are the ones most likely to be 
incorporated into the further research literature 
through citation. This number includes all research 
reports, reviews or mini-reviews, and scholarly and 
extensively referenced commentary. News, editori­
als, letters to the editor, and other materials, while 
they fulfill a vital function in the journal itself, are 
not considered “citable”, and are in fact rarely cited. 
Therefore, from the 12 issues of Radiology in 2005, a 
total of 667 articles are included in the Web of 
Science, and 501 are considered as citable items. 

a●	 Hybrid features include a combination of 
text and image features. Such a com­
bination can benefit image retrieval, es­
pecially when supporting text informa­
tion is available. 

An overview of features and distances is given 
by [4], and can be taken from the results of the 
ImageCLEF a campaign [19–21]. 

Table 1 Journals selected for the study 

44.016 5.377 3.192 4.339 

5,582 4,308 1,197 666 11,753 

1,152 738 195 87 2,172 

1,061 734 195 87 2,077 

1,221 2,587 465 220 4,493 

2,630 6,469 1,826 313 11,238 

New England 
Journal of 
Medicine 

Radiology Journal of  
Dental 
Research 

JAMIA Sum 

Impact factor 2005 

Total pages 

Total articles 

Available PDF articles 

Extracted PNG figures 

Resulting figure panels 

The Cross Language Evaluation Forum (CLEF, 
http://www.clef-campaign.org/) promotes research 
and development in multilingual information ac­
cess by i) developing an infrastructure for the test­
ing, tuning and evaluation of information retrieval 
systems operating on European languages in both 
monolingual and cross-language contexts, and ii) 
creating test-suites of reusable data, which can be 
employed by system developers for benchmarking 
purposes. In the CLEF campaigns, image and video 
data is regarded as certain language, too. 
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compressed format of the Joint Photographic 
Experts Group (JPEG). All extracted image 
files were stored on the Image Retrieval in 
Medical Applications (IRMA) system (http:// 
irma-project.org). 

�Table 1 summarizes the number of 
pages, articles, and extracted figures that are 
used in this study. In total, 2077 articles with 
more than 10,000 pages and 4493 figures were 
included in the analysis. 

3.3 Classification of Illustrations 

The variety of figures in scientific literature is 
very large. They vary in figure layout, image 
type (e.g., line illustration, x-ray, histology), 
and imaged content. Frequently, diagnostic 
images are combined as sub-figure panels, 
annotated with text and drawings, and 
composed together with schematic graphs, 
diagrams or other types of illustrations. For 
content-based image analysis it is important 
to understand the number and kinds of im­
ages, graphs, drawings and photographs, the 
frequency of annotations, and the presence of 
image color. In order to assess these parame­
ters systematically, we defined the following 
major classes of figure images (�Fig. 1): 
●	 diagnostic image, i.e., an original image as 

obtained from any medical imaging mo­
dality (e.g., radiography, microscopy, en­
doscopy, sonography), that may be color 
or grayscale and annotated; 

●	 diagnostic visualization, i.e., a color or 
grayscale computed visualization of medi­
cal image data, such as a three-dimen­
sional (3D) direct volume rendering of  
computed tomography (CT) or magnetic 
resonance imaging (MRI) data; 

●	 photograph, i.e., any type of an optical 
static image, which, again, may be in color 
or grayscale and show devices, medical ob­
jects or situations, persons, or portraits; 

●	 screen shot, i.e., any illustration showing a 
computer screen, window, or a part there­
of; 

●	 graph, i.e., any visualization of numerical 
data such as plots, curves, as well as block 
or pie charts; 

●	 diagram, i.e., any kind of functional or 
block diagram, scheme, or mind map; 

●	 drawing, i.e., any type of manual drawings; 
●	 multi-panel figure, i.e., a composition of 

different parts, which may be composed of Fig. 1 Example illustrations from all major categories. The codes refer to Figure 2. 

© Schattauer 2009 	 Methods Inf Med 4/2009 

http:irma-project.org


    

  
  

 
 
 

   

 
  

 
 

 
 

 �

 
 

 

 

 �   

  
 

  

   
 

 
 

 
  

 
 
 
 
 
 

 

  

374 T. M. Deserno et al.: Content-based Image Retrieval for Scientific Literature Access 

strictly medical, non-medical, or mixed 
panels, and may be presented in color or 
grayscale. If one of the panels is color, the 
entire illustration is labeled as color. Also, 
the number of panels is recorded; 

●	 protein spot, i.e., a special type of multi-
panel figures, where the high number of 
spots (panels) frequently is ambiguous, 
and therefore, not countable. Therefore, 

figures with protein spots are counted 
entirely as one individual image. 

3.4 Database and Reference 
Categorization 

All figure images were analyzed manually for 
the number and composition of diagnostic 

Fig. 2 IRMA code extension for classification of illustrations. The major categories are displayed in 
bold face. 

images included as figures. This labeling was 
carried out using the Image Retrieval in 
Medical Applications (IRMA) framework 
(http://irma-project.org). In particular, the 
IRMA Web-based interfaces for reference cat­
egorization were used for computer-assisted 
coding of illustrations [7, 24]. 

The hierarchical, multi-axial IRMA code 
[25] was extended to capture the character­
istics of illustrations in scientific papers. All 
images within the IRMA system are related to 
an A-B-C-D code which is composed of four 
labels, viz. the body region (A-natomy) and 
biological system (B-iosystem) imaged, the 
imaging modality (C-reation), and the view 
(D-irection). In order to classify the nature of 
published illustrations, we used the C-axis of 
the IRMA code. Figure 2 shows the result­
ing part of the IRMA code. Note that the third 
digit of the code always distinguishes color 
from grayscale, which allows easy summation 
over all categories. Also, the last digit for the 
multi-panel images denotes the number of 
panels. 

Of 4493 bitmap files that were available, 
only 4418 bitmap files are considered with the 
following breakdown into five categories (for 
each category, count and IRMA codes are 
shown in parentheses, see Table 2): 
1. an individual medical image, visualization 

or protein expression (547; 91** + 92** + 
9b**), 

2.	 a combination of medical images (1451; 
98**), 

3. an individual graph, diagram, drawing, or 
photograph (1483; 93** + … + 97**), 

4.	 a combination of several graphs (703; 
99**), and 

5.	 a combination of medical images and 
graphs within a single figure file (234;  
9a**). 

Of the 75 images that were excluded: 57 (PNG 
or JPEG) files contained scanned documents, 
lists, equations or tables ( 9b*1 + … + 9b*4), 
and another 18 contain artifacts ( 9b*5), e.g., 
a single line that is used to separate text blocks 
but do not represent an illustration. 

It can be further deduced from Table 2 that, 
i) with a frequency of more than 55% (98**+ 
… + 9b**; 2435 of 4418 = 55.12%), medical 
images and/or graphs found in the literature 
were composed of figures with multiple image 
panels, and ii) the majority of illustrations are 
still published in grayscale (**1*; 4493 – 18 ar-
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 Table 2 Figure items extracted from the PDF articles 

IRMA Items 
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New England 
Journal of Medicine 

Radiology Journal of Dental Research Journal of the American 
Medical Informatics 
Association JAMIA 

Sum 

Name of figure 
category 

Items 
# 

Items 
% 

Panels 
# 

Panels 
% 

Items 
# 

diagnostic image 65 5.32 65 2.47 408 

diagnostic 
visualization 

3 0.25 3 0.11 9 

photograph 87 7.13 87 3.31 80 

screen shot 0 0.00 0 0.00 2 

graph 234 19.16 234 8.90 470 

diagram 189 15.48 189 7.19 55 

drawing 53 4.34 53 2.02 40 

multi-panel medical 237 19.41 759 28.86 1,095 

multi-panel 
non-medical 

276 22.60 936 35.59 272 

multi-panel mixed 58 4.75 285 10.84 93 

protein spot 17 1.39 17 0.65 1 

others 2 0.16 2 0.08 62 

Items 
% 

15.77 

0.35 

3.09 

0.08 

18.17 

2.13 

1.55 

42.33 

10.51 

3.59 

0.04 

2.40 

artifact 

regular image 

grayscale 

color 

individual 

multi-panel 

original 

annotated 

0 

1,221 

1,221 

415 

806 

1,221 

631 

588 

1,219 

31 

51 

82 

0.00 

100.00 

100.00 

33.99 

66.01 

100.00 

51.76 

48.24 

100.00 

37.80 

62.20 

100.00 

0 

2,630 

2,630 

757 

1,873 

2,630 

631 

1,991 

2,628 

31 

51 

82 

0.00 

100.00 

100.00 

28.78 

71.22 

100.00 

24.01 

75.99 

100.00 

37.80 

62.20 

100.00 

18 

2,569 

2,587 

2,255 

314 

2,569 

1,064 

1,461 

2,525 

69 

340 

409 

0.70 

99.30 

100.00 

87.78 

12.22 

100.00 

42.14 

57.86 

100.00 

16.87 

83.13 

100.00 

Panels 
# 

408 

9 

80 

2 

470 

55 

40 

4,015 

787 

540 

1 

62 

18 

6,451 

6,469 

5,269 

1,182 

6,451 

1,064 

5,343 

6,407 

69 

340 

409 

Panels 
% 

6.13 

0.14 

1.24 

0.03 

7.72 

0.85 

0.62 

62.07 

12.17 

8.35 

0.02 

0.96 

0.28 

99.72 

100.00 

81.68 

18.32 

100.00 

16.61 

83.39 

100.00 

16.87 

83.13 

100.00 

Items 
# 

15 

0 

4 

1 

58 

26 

11 

117 

122 

82 

28 

1 

0 

465 

465 

359 

106 

465 

115 

349 

464 

1 

42 

43 

Items 
% 

3.23 

0.00 

0.86 

0.22 

12.47 

5.59 

2.37 

25.16 

26.24 

17.63 

6.02 

0.22 

0.00 

100.00 

100.00 

77.20 

22.80 

100.00 

24.78 

75.22 

100.00 

2.33 

97.67 

100.00 

Panels 
# 

15 

0 

4 

1 

58 

26 

11 

717 

452 

513 

28 

1 

0 

1,826 

1,826 

1,142 

684 

1,826 

115 

1,710 

1,825 

1 

42 

43 

Panels 
% 

0.82 

0.00 

0.22 

0.05 

3.18 

1.42 

0.60 

39.27 

24.75 

28.09 

1.53 

0.05 

0.00 

100.00 

100.00 

62.54 

37.46 

100.00 

6.30 

93.70 

100.00 

2.33 

97.67 

100.00 

Items 
# 

0 

0 

19 

42 

39 

69 

4 

2 

33 

1 

1 

10 

0 

220 

220 

167 

53 

220 

173 

37 

210 

0 

1 

1 

Panels 
# 

0 

0 

19 

42 

39 

69 

4 

8 

119 

2 

1 

10 

0 

313 

313 

214 

99 

313 

173 

130 

303 

0 

1 

1 

Panels 
% 

0.00 

0.00 

6.07 

13.42 

12.46 

22.04 

1.28 

2.56 

38.02 

0.64 

0.32 

3.19 

0.00 

100.00 

100.00 

68.37 

31.63 

100.00 

57.10 

42.90 

100.00 

0.00 

100.00 

100.00 

Items 
# 

488 

12 

190 

45 

801 

339 

108 

1,451 

703 

234 

47 

75 

18 

4,475 

4,493 

3,196 

1,279 

4,475 

1,983 

2,435 

4,418 

101 

434 

535 

Items 
% 

10.86 

0.27 

4.23 

1.00 

17.83 

7.55 

2.40 

32.29 

15.65 

5.21 

1.05 

1.67 

0.40 

99.60 

100.00 

71.42 

28.58 

100.00 

44.88 

55.12 

100.00 

18.98 

81.12 

100.00 

Panels 
# 

488 

12 

190 

45 

801 

339 

108 

5,499 

2,294 

1,340 

47 

75 

18 

11,220 

11,238 

7,382 

3,838 

11,220 

1,983 

9,180 

11,163 

101 

434 

535 

Panels 
% 

4.34 

0.11 

1.69 

0.40 

7.13 

3.02 

0.96 

48.93 

20.41 

11.92 

0.42 

0.67 

0.16 

99.84 

100.00 

65.79 

34.21 

100.00 

17.76 

83.34 

100.00 

18.98 

81.12 

100.00 

1,221 100.00 2,630 100.00 2,587 100.00 6,469 100.00 465 100.00 1,826 100.00 220 313 100.00 4,493 100.00 11,238 100.00 

91** 0.00 

92** 0.00 

93** 8.64 

94** 19.09 

95** 17.73 

96** 31.36 

97** 1.82 

98** 0.91 

99** 15.00 

9a** 0.45 

9b** 0.45 

9c** 4.55 

Sum 100.00 

9c*5 0.00 

else 100.00 

Sum 100.00 

**1* 75.91 

**2* 24.09 

Sum 100.00 

91**– 82.38 
97** 

98**– 17.62 
9b** 

Sum 100.00 

91*1+ 0.00 
9b*1 

91*2+ 100.00 
9b*2 

Sum 100.00 
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Fig. 3 Examples for complex multi-panel illustrations 

tifact images with IRMA code 9c*5 = 4475; 
3196 of 4475 = 71.42%;). Even if multi-panel 
illustrations that contain at least one colored 
component were counted as if all components 
are colored, the number of grayscale panels is 
still above 65%. Similarly, a majority of diag­
nostic images and protein spots are annotated 
with text, arrows, or other symbols (91*2 + 
9b*2; 434/535 = 81.12%) that may cover image 
information and affect the image texture fea­
ture extraction. 

In total, 11,163 useful figure panels were 
extracted from 11,753 pages giving us one 
(0.95) figure panel per article page, and two 
(4418/2077 = 2.13) figures and over five 
(11,163/2077 = 5.37) individual figure panels 
per article. 

3.5 Evaluation 

To quantitatively estimate the impact of 
CBIR-based literature research, we useddata 
from the Cross-Language Evaluation Forum 
(CLEF) image campaign as a ground truth. In 
recent years, ImageCLEF (http://ir.shef.ac. 
uk/imageclef/) has served as an international 
forum for determining the state-of-the- 
art in annotating images. Since 2005, a com­
petitive medical image retrieval task has been 
defined for CBIR researchers; this task is 

Methods Inf Med 4/2009 

based on the IRMA reference image dataset 
[19–21]. 

In a first approximation that is based on 
the count of illustrations, the error rates 
from CLEF are used to compute an expected 
error rate for article retrieval based on glo­
bal-feature CBIR. We note two points: 1) 
using global-feature CBIR we would expect 
to be able to retrieve figures, but not individ­
ual figure panels (the entire figure – possibly 
multi-panel – is treated as a single image, for 
this retrieval); and 2) we expect that, the 
greater the number of figures per article, the 
greater our chances of successfully retriev­
ing the article by CBIR. However, the rela­
tionship among the global signatures of the 
various figures in a single article is complex, 
and we know of no published research that 
has created an empirically- or theoretically-
based model to explain this relationship, or 
how this relationship may be factored into 
CBIR error rates. In this paper, we will calcu­
late the expected error rate for article re­
trieval under the assumption that the error 
rate will decrease by a linear factor as the 
number of figures per article increases. Fu­
ture research is required to amend or refine 
this assumption. 

To qualitatively demonstrate the impact of 
CBIR-based literature research, a global sig­
nature was calculated for all journal figures, 

following the methodology used by the 
IRMA research group in its submission to the 
ImageCLEF 2005 competition [26]. As a 
typical example, we selected the coronal 
chest radiograph (IRMA code: A-B-C-D = 
500-000-1123-1**, where * denotes a wild­
card) as an image class likely to appear fre­
quently in the literature based on the fact that 
this is the most frequent imaging procedure 
at Aachen University Hospital. Then, for each 
individual category in the ImageCLEF 2006 
database that matched this IRMA code, we 
randomly selected an image. We then used 
these images as QBE examples for retrieval 
from the article database. 

4. Results 

In this concept paper we argue from pre­
viously-published work, and from one re­
trieval experiment, that our proposed 
method has a reasonable expectation of suc­
cess in enhancing searching of published 
scientific literature by incorporating image 
searching. We rely on image search data from 
the ImageCLEF competition. For the “quanti­
tative evaluation” below, to get a first-order 
estimate of how image search might enhance 
literature search, we treat article search results 
as being linearly related to the number of fig­

© Schattauer 2009 
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Fig. 4 Qualitative evaluation based on the IRMA framework 

ures per article. For the “qualitative evalu­
ation” we again use ImageCLEF data, and 
show that the results of one experiment sug­
gest that image-enhanced retrieval may tend 
to exhibit a good precision rate, and may also 
return valid results that would not be found 
by text-only searches. 

4.1 Quantitative Evaluation 

Our results were correlated with the results of 
the ImageCLEF competition to predict the 
relevance of CBIR for literature access. In 
ImageCLEFmed 2005, leave-one-out experi­
ments based on 10,000 radiographs in 51 cat­
egories were conducted. Applying state-of­
the-art CBIR techniques that use global tex­
ture-based signatures to represent the image 
content, error rates of about 12% were re­
ported [19], while ImageCLEFmed 2006 with 
116 categories for 11,000 radiographs yielded 
a 14% error rate for an optimal classifier com­

© Schattauer 2009 

bination [21]. Based on these results we chose 
the number 15% as a reasonable expected 
error rate when using global-feature CBIR for 
image retrieval. 

Under the assumption of linearity, then, 
since we have on average, two figures in an ar­
ticle; the expected error rate for CBIR-as­
sisted literature retrieval is expected to de­
crease to 7.5%. If we used local features for 
content-based image representation, we 
would presumably have retrieval capability to 
the individual panels in the figures; in this 
scenario, five sub-figure images per article are 
available, and the predicted error rate may 
further decrease to 3%, or a predicted accu­
racy of 97%. 

For Radiology only, the predicted error 
rates are 15/(2525/734) = 4.36% and 
15/(6407/734) = 1.72% for global and local 
signatures, respectively. Using CBIR-sup­
ported access to JAMIA, error rates of 
15/(210/87) = 6.22% and 15/(303/87) = 
4.31% can be predicted, respectively. 

It is of interest to note that, if we apply this 
same methodology to compare error rates for 
all four of the journals we examined, then, for 
global signatures, where the number of items/ 
article is the determinative factor, the journals 
rank, from smallest to greatest error rate: 
Radiology, JAMIA, Journal of Dental Research, 
and New England Journal of Medicine, with re­
spective average numbers of items/article of 
(3.44, 2.41, 2.38, and 1.15) and resulting error 
rates of (4.36, 6.22, 6.30, and 13.04). However, 
journals with the highest occurrence of fig­
ures do not necessarily have the highest oc­
currence of sub-figures (panels). For local 
signatures, where the number of panels/ar­
ticle is the factor of interest, the ranking is as 
follows: Journal of Dental Research, Radiology, 
JAMIA, and New England Journal of Medicine, 
with respective average panels/article of 
(9.36, 8.73, 3.48, and 2.48), and resulting 
error rates of (1.60, 1.72, 4.31, and 6.05). 

There are several aspects and limitations 
of the above analysis which require investi-

Methods Inf Med 4/2009 
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Response 
no. 

Title of article 

1 Chest Radiography with a Digital Flat-Panel Detector: 
Experimental Receiver Operating Characteristic Analysis 

2 Case 92 from the Department of Radiology, University of 
Wisconsin Hospital and Clinics 

3 Case 90 from the Departments of Pediatrics and Radiology, 
Hospital Universitario Central de Asturias 

4 Interpretation of Chest Radiographs in Infants with Cough 
and Fever 

5 Case 90 From the Departments of Pediatrics and Radiology, 
Hospital Universitario Central de Asturias 

6 Detectability of Catheters on Bedside Chest Radiographs: 
Comparison between LiquidCrystal Display and High-Resol­
ution Cathode-Ray Tube Monitors 

7 Multi–Detector Row CT Systems and Image- Reconstruction 
Techniques 

8 Medical Mystery The Answer 

9 Comparative Scatter and Dose Performance of Slot-Scan  
and Full-Field Digital Chest Radiography Systems 

10 Radiographic-Clinical Correlation in Severe Acute  
Respiratory Syndrome: Study of 1373 Patients in Hong Kong 

gation to move from the conceptual under­
standing of our work to a refined assessment 
of what is achievable in practice. These in­
clude the observations that 1) the image re­
trieval rates obtainable in ImageCLEF may be 
different from those obtainable in the more 
general medical literature, and 2) the as­
sumption of linear improvement in article 
search results as a function of number of fig­
ures per article has been made to create a first-
order assessment of what may be achievable, 
and will doubtless be modified as experimen­
tal data accumulates from actual implemen­
tations. 

4.2 Qualitative Evaluation 

With 3270 out of 11,000 images, frontal chest 
radiographs occur most frequently in the 
ImageCLEFmed 2006 database. In particular, 
four classes of images matching the IRMA 
code mask A-B-C-D = 500-000-1123-1** 
were present: 1011 radiographs in posterio ­
anterior (PA) projection (IRMA code: D = 
110), 51 PA-images in expiration (D = 112), 
86 x-rays in anterioposterior (AP) projection 
in inspiration (D = 121), and 2122 AP-images 

Table 3 
Article titles cor­
responding to the 
first line of Figure 4 

captured supine (D = 127). For each IRMA 
category, one QBE image was selected ran­
domly from the ImageCLEFmed 2006 data­
base. In separate queries, we then used the  
IRMA system to search this ImageCLEFmed 
database for images similar to these four 
input images. 

Figure 4 shows the respective ten best 
image matches that were retrieved from the 
article figures using a global-feature signa­
ture. As can be observed, the majority of re­
sponses are coronal chest radiographs. Taking 
into account the similarity between the QBE 
image and the response images, and dis­
regarding all responses with a dissimilarity 
larger than 1.5, only chest radiographs were 
retrieved for all four QBE images. This sug­
gests that image-based article searching may 
be expected to have a practical level of preci­
sion, i.e. the query tends to return relevant re­
sults. 

The query based on the unspecified lateral 
radiograph (IRMA code: D = 110) was ana­
lyzed in more detail. Table 3 shows the titles 
of the ten corresponding articles. As it can be 
observed, only four of the titles contain the 
keyword chest radiograph, and hence, only 
these four would be retrieved using a text-

based search strategy. In other words, the cor­
respondence between the title of the article 
and its figure content is 40%. However, based 
on the image-based query, five additional 
relevant papers were found, with only one  
irrelevant response. This observation sug­
gests that image-based article searching may 
be expected to have an enhanced level of re­
call as compared to text-based searching of 
images in articles. 

5. Discussion 

Content-based image retrieval has not yet 
been suggested as a technique to enhance 
traditional (text-based) approaches for re­
trieval of scientific literature. This idea is 
novel and to the best of our knowledge an ap­
plication does not exist yet. As a pilot experi­
ment and a feasibility test we previously ana­
lyzed the figures published in the 2005 vol­
ume of Radiology [27]. In this paper, we for­
mulate a model to compute a quantitative es­
timate of the impact of medical CBIR using 
ImageCLEFmed campaign as ground truth, 
and a qualitative estimate using experimental 
results from IRMA framework as a test-bed. 
We apply it to an extended data collection  
from the 2005 volumes of the New England 
Journal of Medicine, Radiology, the Journal of 
Dental Research and the Journal of the Ameri­
can Medical Informatics Association (JAMIA). 

Park et al. have shown that the size of the ref­
erence database as well as the composition of 
references significantly affects the results in 
content-based medical image retrieval schemes 
[9]. This particularly holds for the ImageCLEF 
campaign that we used as a baseline to estimate 
the impact of CBIR literature access. Keeping 
this in mind, we can conclude from the quanti­
tative analysis that CBIR may significantly im­
prove scientific document retrieval from elec­
tronically published journals as a complement 
to traditional text indexing methods. Fur­
thermore, the predicted error rates that were re­
ported in this paper are determined for the best 
match only. Since CBIR-aided literature search 
systems may not only respond an individual ar­
ticle, but a list of matching articles, the recall 
might further increase when seeking for spe­
cific articles. For instance, error rates are re­
ported to decrease from 15% to 7% and 5% if 
the best n matches are considered, n = 1, 5, and 
10, respectively [5]. 

Methods Inf Med 4/2009 © Schattauer 2009 
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From the qualitative analyses – although 
using the IRMA code for annotation and 
modeling of ground truth may put a bias on 
the results – we can conclude that figure in­
formation in digital multimedia documents 
provides additional information to the tradi­
tionally indexed entities such as title and ab­
stract of the article. This finding is consistent 
with the report by Christiansen et al [28].  
Based on more than 1900 PDF files, which 
were downloaded from more than 20 differ­
ent journals, the authors found correspond ­
ence of figure caption and title and abstract 
content in only about 700 documents (37%). 
As such, caption analysis and figure image 
analysis can add valuable information for en­
abling relevant retrieval. This idea is sup­
ported by experiments in classifying docu­
ment figure images by modality (radiograph, 
chart, photograph, etc.) and utility (diag­
nostic, procedural, outcome, etc.) together 
with figure captions, descriptions in full text 
of the article [29, 30]. 

However, several assumptions have been 
made in stating the benefit of CBIR in scien­
tific document retrieval. First, there is a need 
for indexing the image information (features, 
respective signatures). Currently, the ISI im­
pact factor is based on 6500 scientific jour ­
nals. PubMed contains about 16 million ar­
ticles, which are daily increased by 2000 to 
4000, each of it providing more than one fig­
ure for CBIR. For image retrieval from a lit­
erature database of substantial size to be prac­
tical, the image indexing effort should require 
minimal human effort and, ideally, should be 
fully automatic. The image retrieval results 
cited in this paper were done by fully-
automatic methods used in the ImageCLEF 
[19–21] campaign. 

Second, the figures that appear in the ar­
ticles are often composed of several panels or 
sub-figures. These sub-figures are labeled 
using letters or roman numerals, for example. 
These composite figures need to be decom­
posed into individual, but related, sub-panels 
while maintaining references to the original, 
multi-panel figure. Initial efforts have been 
taken in this direction as reported in [31] and 
[32], where a related problem is raised from 
certain imaging modalities in dentomaxillo­
facial radiology.With this step, global and local 
image features can be extracted and indexed. 

Third, these features need to be indexed  
with figure caption information along with 

the traditionally indexed items, such as title 
and abstract in a manner so as to improve 
overall article relevance. We note that a study 
in indexing dermatological images using 
terms extracted from the UMLS® metathe­
saurus was conducted at the U.S. National 
Library of Medicine. It was found that con­
trolled vocabularies such as UMLS, SNMI 
(SNOMED), and RCD (Read Thesaurus) 
may be useful in indexing medical images 
[33]. These indices may help serve as a bridge 
between extracted image features and tradi­
tional text indices used for scientific articles. 
Other useful characteristics include anno­
tations on images in articles and their cor­
respondence with the caption or article text. 
It has been found that while detection of these 
annotations is feasible, their recognition 
through use of OCR techniques is chal ­
lenging [31]. This is primarily due to image 
resolution and contextual dependence of 
robust OCR techniques. 

Finally, we want to point out that pathol­
ogy must also be captured in the signatures to 
fully explore the benefit from CBIR methods, 
when this technology is routinely applied to 
literature research. Therefore, future research 
must address the content-related gaps [18]. 

6. Conclusion 

Content-based image retrieval for biomedical 
images is an active field of research in medical 
informatics. However, the current view of re­
search is limited to diagnostic or medical re­
search purposes operating on image data­
bases that are developed for that specific pur­
pose. Images occur frequently in biomedical 
scientific literature and article retrieval may 
benefit from application of this technology. 
In this concept paper, we have sought to jus­
tify extending the idea of medical CBIR to ac­
cess the scientific literature and to medical 
informatics in general. In addition, coupling 
this with traditional text retrieval methods 
may significantly enhance the search experi­
ence as well as quality of retrieved results. We 
note that our work is currently at the concept 
level and requires further critical analysis and 
investigation, but we argue that through our 
work in analyzing nearly 4500 images from 
more than 11,000 article pages, and comput­
ing estimates from retrieval experiments on 
similarly sized, comparable databases, we 

have shown that CBIR may improve the 
quality of literature retrieval, in particular, 
through use of robust local image features. 
We believe that our work, though still at the 
conceptual stage, indicates that experimental 
investigation of image-enhanced medical lit­
erature retrieval is strongly justified. If effec­
tive CBIR techniques can be developed for 
images in scientific articles, retrieval of these 
articles may be significantly enhanced. CBIR 
could be used as an additional component 
along with familiar text-based retrieval, such 
as that currently used in scientific databases 
such as SPIE Digital Library, IEEE Xplore, 
and PubMed. 
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