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Abstract. Diffusion tensor imaging (DTI) is a promising imaging tech-
nique to non-invasively study diffusion properties and fiber structures of
myocardial tissues. Previous studies have investigated the influence of
noise or angular resolution independently on the estimation of diffusion
tensors in DTI. However, the joint influence of these two factors in DTI
remains unclear. In this paper, we propose to systematically study the
joint influence of angular resolutions and noise levels on the estimation
of diffusion tensors and tensor-derived fractional anisotropy (FA) and
mean diffusivity (MD). The results showed that, as expected, given a
certain noise level and sufficient acquisition time, the accuracy of diffu-
sion tensor, FA and MD all increase as the angular resolution. Moreover,
when the angular resolution reached a certain value, further increasing
the number of angular resolutions has little effect on the estimation of
diffusion tensor, FA and MD. Also, both the mean and variance of FA or
MD decrease as the angular resolution increases. For an imposed acquisi-
tion time, increasing the angular resolution reduces SNR of DW images.
When fixing SNR, higher angular resolution can be obtained at the ex-
pense of longer acquisition time. These findings suggest the necessity of
an optimized trade-off when designing DT protocols.
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1 Introduction

Diffusion tensor imaging (DTI) refers to a magnetic resonance imaging (dMRI)
technique that measures diffusion of water molecules within biological tissues
using diffusion-weighted pulse sequences. DTI makes it possible to explore dif-
fusion properties and fiber structures of tissues non-invasively compared to con-
ventional imaging modalities |1]. In cardiac imaging, for example, DTI has been
increasingly used to investigate myocardial microstructure changes related to
many cardiac disorders such as hypertrophic cardiomyopathy [2], myocardial
infarction [3], etc.

In DTI, water diffusion in tissues is described by diffusion tensors estimated
from a set of diffusion-weighted (DW) images associated with noncollinear dif-
fusion gradient directions. The number of gradient directions define the angu-
lar resolution. Specifically, it is possible to estimate the diffusion tensor D, a
3 x 3 symmetric positive definite matrix, according to the Stejskal-Tanner equa-
tion [4]: S; = Sgexp (—bgl Dg;), for i = 1,2,---n(n > 6), where n is the number
of diffusion gradient directions, S; is the DW signal intensity acquired in the
i-th gradient direction g;, and b is the diffusion weighting factor [5]. At a given
voxel, the water diffusion properties are quantified by calculating the eigenval-
ues of the diffusion tensor and tensor-derived measures [6] such as fractional
anisotropy (FA) and mean diffusivity (MD).

Accurate estimation of diffusion tensors is important for characterizing water
diffusion and thus assessing the myocardial fiber structure. In practice, however,
the estimation accuracy of diffusion tensors is influenced by several factors, e.g.,
image quality, estimation algorithm, tissue complexity, etc. Two factors, noise
and angular resolution, have attracted much attention. The noise sources in
DW images refer to random signals arising from the hardware (e.g., gradient-
coil noise [7], field inhomogeneity [§], etc.) and inherent motions of the subject
(e.g., heartbeat and respiration). These noises give rise to perturbed DW sig-
nals, and thus produce errors in the calculated diffusion tensor as well as its
derived measures. The angular resolution in DTI determined by the number of
diffusion gradient directions is used in acquiring DW images. It also influences
the estimation of diffusion tensors.

The influence of noise or angular resolution in DTI have been independently
investigated by researchers. For example, Pierpaoli et al. |9] show that the MD
derived from diffusion tensors decreases as the noise level increases. Anderson
in [10] demonstrated that higher noise levels increase the maximum eigenvalue
of tensors, and thus result in a larger FA value. For the angular resolution,
Papadakis et al. [11] compared various DTT angular sampling schemes, and show
that the minimum number of gradient directions for accurate estimation of FA is
around 18 —21. Jones [12] found that at least 20 gradient directions are required
for robust estimation of FA, and at least 30 directions are required for robust
estimation of tensor orientation and MD. Despite these useful findings, it remains
unclear how the angular resolution and noise jointly affect the diffusion tensor
estimation in DTI.
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In this paper, we systematically studied the joint influence of angular reso-
lution and noise in cardiac DTI. Specifically, a set of DW images with different
diffusion gradient directions are simulated from a simulated diffusion tensor field.
Besides, real datasets of four human hearts are acquired with a large number
of diffusion gradient directions. Then, different levels of Rician noise are added
to both the simulated and real DW images to produce datasets with different
signal-to-noise ratio (SNR). Different angular resolutions of data are achieved
by varying the number of considered diffusion gradient directions for each SNR.
Finally, the quality of diffusion tensors and tensor-derived FA, MD for different
angular resolutions and different noise levels is quantitatively assessed. In addi-
tion, the relationship between angular resolution and SNR for a fixed acquisition
time is also studied.

The current study has two main contributions. First, this is, to our knowl-
edge, the first work to systematically investigate the joint influence of differ-
ent angular resolutions and different levels of noise in cardiac DTI. Second, we
quantitatively defined the minimum angular resolution required to obtain near-
optimal diffusion tensors, FA and MD at a certain noise level, and also investi-
gated the maximum angular resolution for keeping certain SNRs when imposing
acquisition time.

2 Materials and methods

2.1 Simulated datasets

Simulated DW data were generated to analyze the influence of angular resolution
and noise level on the estimation accuracy of diffusion tensors. The simulation
strategy is similar to the method proposed in [13]. Specifically, a 20 x 20 x 20
diffusion tensor field containing 9 homogeneous tensor regions with discontinu-
ities of different amplitudes was created to represent 9 different structures of a
human heart. Each z-slice of the tensor field is defined by

Ro R1 Ry Ry
Ro Rs Ry R4 (1)
Ro Rs Ry Rs
Ry R7 Ry Rg

where R; represents a 5 x 5 homogeneous region containing 25 of the same
diffusion tensors. Here we set these tensors by using the same coefficients as
in |13], namely the eigenvalues of each tensor were (2,1,1) x 10~2 mm?/s. The
b-value was 700s/mm?, which is the same value that is used in the real cardiac
datasets. The FA and MD values for the simulated noisy DW images associated
with 12 directions were FA = 0.33 4 0.06 and MD = 1.3 £ 0.11 x 1072 mm?2 /s,
which are typical for the left ventricular (LV) myocardium of ez vivo human
hearts (according to the statistical results in [14]).

The simulated DW images were computed from simulated diffusion tensor
field using Stejskal-Tanner equation with associated diffusion gradient directions.
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Fig.1l. An example of simulated DW images with: (a) no noise (ground-truth),
noise levels with standard deviation (b) ¢ = 0.02 (SNR = 23dB), (c) o = 0.05
(SNR =15dB), and (d) ¢ = 0.1 (SNR =15dB). The encoding gradient direction
related to the DW image g; is (0.894, 0 , 0.447).

In order to analyze the effects of noise, different levels of Rician noise [15] were
added to the ideal DW images with different standard deviation values. The noise
levels of the simulated DW images were measured via SNR (as shown in Fig. .
Different angular resolutions of DW images were achieved by sampling different
number of associated diffusion gradient directions. The sampling method for
diffusion gradient directions is detailed in Section [2.3] In this paper, the number
of excitations used for signal averaging for each direction was set only when
acquisition time is fixed; otherwise, the number was set to 1.

2.2 Real datasets

DTI of ex vivo human hearts including two infants and two adults were per-
formed. The infants datasets were acquired in clinical conditions with a Siemens
3T MRI Magnetom Verio. The imaging parameters are the following: TE =
74ms, TR = 7900ms, FOV = 144 x 144mm?, slice thickness=1.4mm, in-plane
resolution = 2mm, slice spacing = 1.4mm, slice duration = 123.2ms, number of
slices = 35, slice size: 104 x 104 pixels, diffusion sensitivity b = 700s/mm?, and
number of gradient directions = 192, 64 or 12. In each direction, MRI scans were
acquired 6 to 10 times for noise reduction. The adult datasets were acquired us-
ing Siemens 3T MRI Magnetom Prisma with following parameters: TE = 71ms,
TR = 9600ms, FOV = 177 x 177mm?, slice thickness=1.5mm, slice spacing =
1.5mm, slice duration = 123.1ms, number of slices = 70, slice size: 122 x 122
pixels, diffusion sensitivity b = 700s/mm?, and number of gradient directions =
192. In each direction, MRI scans were performed 3 times for noise reduction.
An example of real DW images from an infant and an adult is given in Fig. [
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(a)

Fig. 2. An example of DW images from real datasets. (a)An DW image of infant. (b)
An DW image of adult.

2.3 Gradient direction sampling

We considered two commonly used angular sampling schemes to generate spher-
ically uniform distributed gradient directions for different angular resolutions
of simulated datasets: Spherical Tessellation (ST) and Electrostatic Energy
Minimization (EEM) [17]. The ST employs spherical polyhedrons to generate
specified numbers of directions geometrically uniformly distributed on a sphere.
The EEM is capable of generating an arbitrary number of uniformly distributed
directions by minimizing the electrostatic energy based on Coulomb’s law. In or-
der to systematically analyze the effects of various angular resolutions, we used
EEM to generate different angular resolutions with uniformly-spaced numbers of
diffusion gradient directions and one resolution with 6 directions (minimum num-
ber of gradient directions required for tensor estimation). For the real datasets,
the popular spherical code sampling method was used to obtain different
angular resolutions from the real 192 directions. The directions for each subset
are uniformly distributed on a sphere.

2.4 Evaluation

In the case of the simulated data, the SNR (dB) is defined by

v
SNR=20-log,, | ——2—— (2)
10 (N%IIVn - Vf||2>

where V,, denotes a discrete volume corrupted by Rician noise and V; its noise-
free representation. || - || is the standard Euclidean norm, and N, is the number
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Fig. 3. Differences (Frobenius distance (102 mm?/s) ) between estimated and ground-
truth tensor fields as a function of angular resolution and level of noise.

of voxels. In the case of real cardiac data, the SNR (dB) is defined by

SNR = 20-logy, (“””) (3)

Urm

where ., and o, are the mean and standard deviation (SD) of the voxel
intensity values over the region of the myocardium.

We also evaluated the simulated and real data with different angular resolu-
tions and different levels of noise by estimating diffusion tensors using standard
least-squares estimation. The FA and MD were then derived from the diffu-
sion tensors. For the simulated data, the mean Frobenius distance, root mean
square errors (RMSE) of FA and MD (In the following sections, we call them
FA or MD errors.) between ground-truth (the simulated tensor field) and the
estimated diffusion tensors were computed. For the real data, the mean and
standard deviation of FA and MD were computed.

3 Results

3.1 Results on simulated data

In Fig. [3] Frobenius distance curves are illustrated for different angular resolu-
tions and different levels of noise. Here the used numbers of diffusion gradient
directions were Ny = {6,12,24, 36,48, - -- ,240}. From this figure, we can clearly
see that for each SNR, Frobenius distance decreases as the angular resolution
increases, and that for each angular resolution, the distance decreases as the
SNR increases. The vales of Frobenius distances for the maximum angular res-
olution (240) are smaller than 0.2 even for smaller SNR. Besides, the values
of Frobenius distance for the dataset without noise (blue line) are always less
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than = 1.2 x 10715 mm? /s, which means that varying the angular resolution of
noise-free dataset has no impact on the estimated diffusion tensors.

—e—Noise-free =o=Noise-free
SNR = 23 dB SNR = 23 dB
SNR = 15 dB 0.16 SNR = 15 dB

SNR =9 dB SNR=9 dB

FA errors
MD errors

[ [ e
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Angular resolution Angular resolution

(a) (b)

Fig. 4. Errors on tensor-derived measures for different angular resolution and level of
noise. (a) FA errors. (b) MD errors. The unit of MD is 107% mm?/s

Fig. [4] shows the curves of FA and MD errors as a function of the angular
resolution and noise. The values of FA and MD were computed from the dif-
fusion tensors (corresponding to the results in Fig. [3)). From this figure, it can
be observed that for all SNRs, the errors of FA or MD decrease as the angular
resolution increases. Moreover, for each SNR, there is a tendency for both FA
and MD errors to stabilize when the number of diffusion gradients (i.e. angular
resolution) reached a certain number. This tendency can also be found in Fig.
To describe it clearly, we defined this number as the minimum angular resolution
required for which the Frobenius distance, FA or MD errors come within 1% of
their range (subtract the minimum value from the maximum value). For exam-
ple, with this rule, the near-optimal diffusion tensors (the range of Frobenius
distances smaller than 0.02) for SNR = 23 dB, 15 dB and 9 dB were achieved
with 48, 120 and 156 diffusion gradient directions, respectively. The near-optimal
FAs (the range of FA errors smaller than 0.006) for SNR = 23 dB, 15 dB and 9
dB were achieved with 48, 120 and 132 diffusion gradient directions, respectively,
while for the near-optimal MDs (the range of MD errors smaller than 0.007),
these numbers were 48, 108 and 124, respectively.

Fig. [5| gives the SNR curves as a function of the angular resolution for three
acquisition times. To facilitate comparison, we assumed that the scan time for
each simulated DW image was approximately 1s, and that the total acquisition
time 7T is defined by the number Ny of diffusion gradient directions multiplied
by the number N, of excitations for each direction (used for signal averages):
T = Ng X N,.. Here Ny = {6,12,18,24,30,--- ,120} was sampled for achieving
different angular resolutions. N, was set such that for a given angular resolution,
we kept roughly the same acquisition time, e.g. N, = {20,10,7,5,4,---,1} was
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Fig. 5. SNR as a function of angular resolution for three fixed acquisition times. The
values of SNR were computed using Eq. .

chosen for a acquisition time of approximately 40 minutes. From this figure, we
can see that for each acquisition time, the SNR value decreases as the angular
resolution increases. Moreover, longer acquisition time allows the use of higher
angular resolution while keeping a certain value of SNR. For example, when SNR
> 25 dB, the maximum available angular resolutions were 25, 48, and 78 for T
~ 40mins, 1h20min, and 2h, respectively.

3.2 Results on real data

Fig.[6]shows how the mean and standard deviation (SD) of FA and MD vary with
the angular resolution and noise on real cardiac data. To evaluate the effect of
noise, three additional datasets (SNR= 17 dB, 11 dB and 4 dB) were generated
by adding different levels of Rician noise to the original DW images. The SNR
was computed using Eq. , where V;, and V¢ are the discrete volume corrupted
with Rician noise and without noise, respectively. It can be seen that for all
the noisy datasets with different levels of noise, the mean FA and MD value
decreases as the angular resolution increases. Besides, the results also show that
the MD value decreases as the noise level increases. This is consistent with the
results in Pierpaoli et al’s study [9]. In Table[1] the mean and SD of FA and MD
were estimated for the four real datasets. For higher noise level (e.g., SNR=4),
the difference between original and noisy datasets decreases significantly as the
angular resolution increases. In addition, when the number of gradient directions
are greater than 48, increasing the angular resolution has smaller effects on FA
and MD, as also observed on simulated data.
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Fig. 6. Mean+SD of (a) FA and (b) MD values for different angular resolutions and
different levels of noise on a real dataset of an infant heart.

Table 1. Mean£SD of FA and MD on four real datasets of ex vivo human hearts with
different angular resolutions. The unit of MD is 1072 mm?/s.

Number of diffusion gradient directions (i.e., angular resolution)

Subject 6 | 12 | 24 | 48 | 96 | 192

Infant # 1/0.18 £ 0.08|0.14 4+ 0.07|0.12 £ 0.06|0.10 = 0.06|0.09 £ 0.05/0.09 £ 0.05
Infant # 2|0.16 £ 0.06/0.12 4 0.04|0.11 £ 0.04|0.10 = 0.04|0.10 £ 0.04|0.09 £ 0.04
Adult # 1(0.22 £0.11/0.19 +0.11|0.17 £ 0.10|0.16 £ 0.10/0.15 + 0.10{0.15 £+ 0.10
Adult # 2]0.17 +0.08/0.14 £ 0.07|0.13 £ 0.07|0.12 £ 0.06{0.12 4 0.06/0.11 £ 0.05

FA

Infant # 1|1.31 +0.45|1.30 4 0.45|1.27 £ 0.45|1.27 + 0.45|1.27 4+ 0.45|1.26 £ 0.45
Infant # 2{1.42 +0.33(1.43 £ 0.33(1.42 £ 0.32(1.41 £+ 0.32|1.41 £ 0.32|1.41 £ 0.32
Adult # 1|0.91 £ 0.32|0.87 £ 0.33(0.86 £ 0.34|0.85 + 0.34|0.84 £ 0.34|0.84 + 0.34
Adult # 2{0.90 £ 0.21|0.88 4+ 0.22|0.88 £ 0.22]0.87 £ 0.22|0.87 & 0.22|0.87 £ 0.22

MD

Fig. [7]illustrates the variation of SNR as a function of the angular resolution
on a real cardiac dataset (an infant heart) when the acquisition time is fixed to
approximately 1h40min. Different angular resolutions were achieved by sampling
Ny = {32,38,44,50, - - - , 140} from the original 192 diffusion gradient directions.
N. = {6,5,4,3,---,1} so that we kept a roughly equivalent acquisition time.
The step shape occurs in Fig. [7] because for some continuous Ny, a same N,
was set for them in order to make sure that their total acquisition time were
closer to 1h40min. For example, for Ny from 62 to 92, the N, was set to 2;
but for Ng > 98, N, was set to 1. It can be seen from Fig. |Z| that for a fixed
acquisition time, SNR decreases as angular resolution increases. Besides, the
maximum angular resolution for SNR > 12 dB is 62.
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Fig. 7. SNR as a function of the angular resolution for fixed acquisition time on a real
cardiac dataset. The values of SNR were computed using Eq. (3).

4 Conclusions and Discussions

This paper investigated the joint influence of angular resolutions and noise levels
in cardiac DTI. The results on both synthetic and actual DW images showed
that, as expected, given sufficient acquisition time and a certain noise level, the
accuracy of diffusion tensors, FA and MD measurements increase as angular res-
olutions increase. Besides, continuing to increase the angular resolution beyond
a certain value has little effect on the accuracy of diffusion tensor, FA and MD.
For higher SNR (23 dB), the near-optimal diffusion tensor, FA and MD were ob-
tained with 48 gradient directions. With lower SNR, the near-optimal diffusion
tensor, FA and MD were obtained with, for example, 120 directions if SNR =
15 dB and with 156 directions if SNR = 9 dB. In addition, the results on real
data show that both the mean and variance of FA or MD decrease as the an-
gular resolution increases. When acquisition time is imposed, increasing angular
resolution often comes at the cost of a reduced number of excitations used for
signal averaging, thus reducing the SNR of DW images. Longer acquisition times
allow the use of higher angular resolution while keeping a certain level of SNR.
These findings suggest the necessity of an optimized trade-off when designing
DTTI protocols. In the future, we would like to conduct a similar study on in vivo
DTT of the human heart.
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