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ABSTRACT 

“Investigator Names” is a newly required field in MEDLINE citations. It consists of personal names listed as members 
of corporate organizations in an article. Extracting investigator names automatically is necessary because of the 
increasing volume of articles reporting collaborative biomedical research in which a large number of investigators 
participate. In this paper, we present an SVM-based stacked sequential learning method in a novel application – 
recognizing named entities such as the first and last names of investigators from online medical journal articles. Stacked 
sequential learning is a meta-learning algorithm which can boost any base learner. It exploits contextual information by 
adding the predicted labels of the surrounding tokens as features. We apply this method to tag words in text paragraphs 
containing investigator names, and demonstrate that stacked sequential learning improves the performance of a non-
sequential base learner such as an SVM classifier.   
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1. INTRODUCTION 
Named entity recognition (NER) aims to identify names in categories such as person, organization, location, etc. in free 
text1. Since determining whether or not a particular word is a name, and identifying its entity type, also depends on the 
context of the word as well as the entity type of its neighbors, NER is often posed as a sequence classification problem 
and solved by sequential learning methods such as hidden Markov models (HMM), maximum entropy Markov models 
(MEMM), and conditional random fields (CRF).  Bikel et al. used HMMs to represent a sentence (a sequence of words) 
in text and to find its most likely sequence of name-classes by using Viterbi algorithm2. McCallum et al. introduce 
MEMM, which combines the advantages of HMM and maximum-entropy models and performs better than either model 
on the task of FAQs segmentation3. Conditional random fields proposed by Lafferty et al. avoid the limitation of the 
label bias problem that exists in MEMM and other discriminative Markov models4. McCallum et al. applied CRFs to 
NER in news articles proposing a feature induction scheme to increase the conditional probability of a correct label 
sequence and improve the efficiency of the CRF5.   The comparison of several sequence learners on the signature-
detection problem with different features by Carvalho et al., and the evaluation of different sequence labeling algorithms 
applied to Part of Speech (POS) tagging and Optical Character Recognition tasks by Nguyen et al. indicate that the best 
sequential learner is very feature and application dependent6, 7.  

Containing 17 million citations to the medical journal literature, MEDLINE®, the flagship database of the U.S. National 
Library of Medicine, is a critical source of information for biomedical research and clinical medicine. With the rapid 
growth of the journal literature, automatic retrieval of bibliographic data such as article title, author name, affiliation, 
abstract, etc. is essential to replace the labor-intensive manual entry of MEDLINE citations. Beginning with journal 
issues published in 2008, personal names of those who are not entered as authors but belong to members of corporate 
organizations are required to be included in a new “Investigator Names” field in MEDLINE. The addition of these 
investigator names to MEDLINE is necessary because of the increasingly collaborative nature of biomedical research. 
Since not all of the investigators who collaborate are involved in preparing the manuscript or are included as authors, the 
inclusion of “Investigator Names” will allow retrieval of studies in which an individual took part.  
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In this paper, we propose an SVM-based stacked sequential learning method to automatically identify investigator 
names. The focus is on named entity recognition – tagging the first and last names of investigators from text paragraphs 
in medical articles. As noted previously, named entity recognition has been extensively applied to newswire, scientific 
articles, Web pages, and informal text like email2, 5, 8, 9.  Extracting investigator names from medical articles belongs to a 
new domain of NER applications due to the specific appearance of investigator names in a text paragraph. Figure 1 
shows four examples of text paragraphs containing investigator names captured from online HTML medical articles. 
Several names are marked with red boxes in each text paragraph. Investigator names appear in a group of word segments 
and can freely occur with degrees, affiliations, or locations. In contrast to paragraphs in general, the paragraphs that 
contain investigator names have the following properties: (1) no conventional grammatical structure exists as in a 
sentence; (2) there are rich variations of co-occurrence of named entities. Furthermore, due to the format of investigator 
names required in MEDLINE, the need to identify the first and last names of each investigator separately makes this task 
more challenging. By augmenting features using the predicted labels of nearby words, our stacked sequential learning 
method exploits the potential contextual information between named entities, and improves the performance of an SVM 
classifier for word tagging.  

The remaining paper is organized as follows: In Section 2, we describe the features extracted for words in a text 
paragraph containing investigator names. Section 3 introduces the stacked sequential learning method. The experimental 
results are analyzed and the stacked sequential learning method is compared with the non-sequential learner SVM in 
Section 4. We summarize our work in Section 5. 

2. FEATURE EXTRACTION 
2.1 Preprocessing 

The HTML article is first segmented into zones using geometric and text features. HTML zoning, discussed in our 
previous work, is a very useful preprocessing step for several information retrieval tasks10, 11. Next, text zones containing 
investigator names are extracted, which provide text strings as the input patterns to our investigator name recognition 
system.  

In an NER task, a named entity can be a single word or a sequence of words. Investigator name recognition includes two 
steps: assigning to each word one of three categories - First Name, Last Name or neither (“Other”); uniting the labeled 
first and last name into a complete investigator name.  The second step is based on heuristic rules which will not be 
discussed in this paper. We focus on the first step of tagging each one-token named entity which is a single word. As the 
final preprocessing step, the extracted investigator name text paragraphs are further segmented into words by either 
spaces or punctuations. 

2.2 Feature description 

Features used in our task include basic word-level features, dictionary features, and contextual features listed in Figure 2. 
All the features are in binary form with value 1 if a word has a particular feature, or else 0. 

Basic features 

The basic features are word-level features describing word case, punctuation, digit, and special characters. Digit patterns 
and digits mixed with characters are rarely names. A capital character (A-Z) followed by a period is very likely to be an 
initial which suggests a first name. A punctuation such as a hyphen may connect two first or last names.  

Dictionary features 

We built First Name List, Last Name List, Affiliation Key Word List, Country Name List, US Canada State List and 
Title List from about 8 million medical articles in MEDLINE. If a candidate word matches an element in one of these 
lists, we set its corresponding dictionary feature to 1 indicating the possible entity type. 

Contextual features 

For each word, the features from neighboring words are also extracted to take advantage of the contextual dependencies 
between words. 

A total of 16 basic and dictionary features are extracted and each word is represented by a binary feature vector. The 
SVM model is then learned from the binary feature vectors of the training words by adding different orders of contextual 



 

 

 
 

 
 

 
 

 
 

Fig 1. Examples of paragraphs in journal articles containing investigator names 

 



 

 

features. We found that the predicted accuracy of the SVM does not change much beyond including the 2nd order 
contextual features for each word, that is, the features from the two neighboring words on either side. Therefore, we 
choose to include only 2nd order contextual features. Each word feature vector then has an additional 16 x 4 features 
from the left two and right two neighboring words. A total of 80 features are extracted for each individual word. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Features extracted for a word 

3. STACKED SEQUENTIAL LEARNING 
Stacked learning is a meta-learning algorithm that boosts a base learner by taking into account the predicted labels of 
surrounding tokens. First the base learner is trained, and then the predictions from the base learner are added into the 
features. Consequently, the data with extended features are used for retraining the learner and reclassification. Based on 
the fact that the labels of the neighbors can be a clue to predicting the tag of the current token, we believe that adding 
neighboring token labels as features exploits contextual information present in a sequence and helps improve the base 
learner.  

We choose an SVM classifier as the base learner in our stacked sequential learning due to its ability to accommodate 
high feature dimensionality and correlated features. The learning and inference steps in the proposed method are outlined 
in Figure 3. In actual recognition, the ground truth labels are never known. Only the predicted labels from the first SVM 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3. The outline of stacked sequential learning algorithm 

Parameter: left and right order k  
Learning: Given training samples and a base learner SVM, 

1. Train SVM classifier using the initial features and get SVM model L0; 
2. Obtain the predicted labels of the training samples;  
3. Extend the feature vector of each training sample by adding the predictions of k 

left and right neighbors; 
4. Retrain SVM classifier and get SVM model L1. 

 
Inference: Given test samples, 

1.    Classify the test set with the initial features using L0;  
2. Extend the feature vector of each test sample by adding the predictions of k left 

and right neighbors; 
3. Reclassify the extended test set using L1. 

Basic Features 
 
Upper case – word starting with a capital letter 
Digit – a digit pattern or word with digits 
Punctuation – semi-colon, hyphen, dash, comma before or after a word 
Name initial pattern – capital character followed by a period 
 
Dictionary Features 
 
First name – word contained in first name dictionary 
Last name – word contained in last name dictionary 
Affiliation name – word contained in affiliation name key word dictionary 
Country name – word in country name dictionary 
State name – word in a list of US states and Canadian provinces 
Title – word indicating a title such as BS, MD, PhD, etc. 
 
Contextual Features 
 
 For current word, the basic and dictionary features extracted from neighboring words  
 



 

 

SVM classification are available. To avoid the training sample bias problem and to ensure the consistency between 
learning and inference, at the second SVM training, it is necessary to use the predicted labels of neighboring tokens 
instead of the true labels as current token features12.  In addition, to take full advantage of context in our task, the 
predicted labels of both right and left tokens are used to augment features. This is different from conventional sequential 
learning such as HMM where current state is only conditional on the previous state.  

4. EXPERIMENTS 
We collected 5 investigator name paragraphs containing 2087 words as training samples. 11997 words from an 
additional 8 text paragraphs with long lists of investigator names are used as testing samples.  We manually labeled each 
word in both training and test data. Processing the samples begins with 80 initial features without neighboring word label 
features included. 

We use LibSVM 13, an SVM library developed at National Taiwan University, to implement our word classification. We 
adopted Radial Basis Function (RBF) as the kernel function where the two parameters, C  (penalty parameter of the 
errors) and γ (RBF parameter), are selected through exhaustive grid-search using cross-validation on the training 
samples 13.  

Following the steps described in Figure 3, at the learning stage we train the SVM classifier twice: at the first level, on the 
training words with the initial 80 features; at the second level, on the same training samples with features augmented by 
the neighbors’ predictions of the SVM classifier learned from the first level. At the inference phase, we first classify the 
test words and obtain the predictions of each word, and then the same number of label features from the neighboring 
words as in the training step are added into the feature set of each word. The test words are finally reclassified using the 
SVM model trained at the second level. 

To observe the gain from stacked learning, we repeat the same scheme by varying the number of neighboring words. The 
SVM word classification results with different numbers of label features added are shown in Table 1. Left k and right k 
words mean k neighboring words on either side of the current target word. The classification errors gradually decrease 
after adding the predictions of surrounding words, which indicates that the stacked sequential learning helps improve 
accuracy. Out of 11997 test words, the errors reduce from 492 when no label features are used to 423 after 12 label 
features from the 6 neighbors on either side are included in the current word features. The corresponding accuracy 
increases from 95.89% to 96.47%. Figure 4 shows that the SVM word classification improves with the increase in the 
number of neighboring word labels added as features of each target word. As compared to the SVM classifier (a non-
sequential learner), the stacked sequential learning enhances the SVM’s ability of learning a sequence, thereby 
improving the accuracy of word classification by exploiting contextual information present among tokens. On the other 
hand, the computation time will be doubled due to the SVM classification done twice on the test set: first on the original 
80 features to get the predicted label of each word, and second on the extended features to obtain the final word 
predictions. The computation will not significantly increase as long as the number of label features added is far below 
the initial feature dimensionality. 

Table 1. SVM word classification results at different numbers of word labels added as features 

                                                          Errors 
Features 

Errors 
(Total number of words: 11997) 

Accuracy 

Without neighboring word label features,  
80 features 

492 95.89% 

With 1 left and 1 right word label features 
added, 80 + 2 features 

453 96.22% 

With 2 left and 2 right word label features 
added, 80 + 4 features 

436 96.37% 

With 3 left and 3 right word label features 
added, 80 + 6 features 

435 96.37% 

With 4 left and 4 right word label features 
added, 80 + 8 features 

434 96.38% 

With 5 left and 5 right word label features 
added, 80 + 10 features 

432 96.40% 

With 6 left and 6 right word label features 
added, 80 + 12 features 

423 96.47% 
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Fig. 4.  The SVM word classification accuracy vs. the number of neighboring word labels added as target word features 

Tables 2 and 3 show the confusion matrices for the two situations: without label features and with 12 labels from 6 left 
and 6 right words added as features. In the two tables, type I error is the error of rejecting a hypothesis when it is true, 
while type II error is the error of failing to reject a hypothesis when it is false. Both errors imply that a sample is placed 
in a different class other than its true category. For example, in Table 2, the diagonal elements are the numbers of words 
in each class whose labels are correctly predicted. As shown, out of 4101 First Name words, 3888 are correctly 
recognized, 24 are misclassified as Last Names and 189 as Others, introducing 213 type I errors. Similarly, 53 Last 
Names and 63 Other words are misclassified as First Names, producing 116 type II errors. After 12 label features are 
added, most type I and type II errors decrease. The confusion between First and Last Names is not as important as the 
confusion between these names and Other words due to the fact that a full name can still be retrieved. We notice a 
decrease in the type I errors in Other words classified as First or Last Names, as well as in the type II errors in either 
names classified as Other words. Note that the number of correctly identified First Names increases from 3888 to 3910 
and the number of Last Names from 3862 to 3878, respectively, which is very important for improving investigator 
name retrieval. 

Table 2. SVM word classification errors with no neighboring word label features 

 First Name Last Name Other Type I Error 
First Name 3888 24 189 213 
Last Name 53 3862 91 144 
Other 63 72 3755 135 
Type II Error 116 96 280 492 

 

Table 3. SVM word classification errors with 6 left and 6 right word labels added as features 

 First Name Last Name Other Type I Error 
First Name 3910 55 136 191 
Last Name 41 3878 87 128 
Other 53 51 3876 104 
Type II Error 94 106 223 423 

5. CONCLUSION 
In this paper, we describe a stacked sequential learning approach to boost the performance of an SVM classifier for 
investigator name recognition from online medical articles. Identifying first and last names from a paragraph with 
special grammatical structure is a task different from typical NER applications. Stacked sequential learning exploits 
contextual information by including the neighboring word predictions as features and enhances the sequential learning 
ability of a base learner. Our experiments show that stacked sequential learning improves the performance of an SVM 
classifier for investigator name recognition when contextual information is present in a sequence of named entities. 



 

 

It may be noted that stacked sequential learning can have more than two levels with each level using a different learner. 
Future work is planned on applying multiple stacked sequential learning to the problem of tagging. 
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